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Forget how data science/AI/ML can help cyber security.

Let’s focus on how we can attack data and AI/ML models!

Scope of this lecture



Prelude

I’m not a data scientist

I’m not doing AI/ML

I’m using AI/ML

I’m exploring data & AI/ML



What is security?



What is security?



Confidentiality

Data is kept private and 
secure. Data is disclosed only 

to the predefined 
entities/roles

Integrity

Data is not manipulated 
(deleted, altered, appended) 
or at least it can be detected

Availability

Data is available to those who 
rightfully request it

Security



Privacy

Privacy ≠ Security

“Privacy is necessary for an open society in the electronic age. Privacy is not 
secrecy. A private matter is something one doesn't want the whole world to know, 
but a secret matter is something one doesn't want anybody to know. Privacy is 
the power to selectively reveal oneself to the world.”

Eric Hughes: A Cypherpunk's Manifesto



How can I anonymise data?

● You can use cryptography
● There are far too many anonymisation protocols
● They require that you have at least two entities which are somehow 

interacting
● What if I want to publish the data and make everything available?



Data publication

● How can you control something that is public?
● When data is published, everyone can use it and correlate it with other data 

sources.
● We cannot know all available data sources!
● What happens if sensitive data can be inferred?



How it all started…

The National Association of Health Data Organizations (NAHDO) reported that 37 states in the USA have 
legislative mandates to collect hospital level data and that 17 states have started collecting ambulatory 
care data from hospitals, physicians offices, clinics, and so forth [2]. The leftmost circle in Figure 1 
contains a subset of the fields of information, or attributes, that NAHDO recommends these states 
collect; these attributes include the patient’s ZIP code, birth date, gender, and ethnicity. In 
Massachusetts, the Group Insurance Commission (GIC) is responsible for purchasing health insurance 
for state employees. GIC collected patient specific data with nearly one hundred attributes per 
encounter along the lines of the those shown in the leftmost circle of Figure 1 for approximately 135,000 
state employees and their families. Because the data were believed to be anonymous, GIC gave a copy 
of the data to researchers and sold a copy to industry [3].

For twenty dollars I purchased the voter registration list for Cambridge Massachusetts and received the 
information on two diskettes [4]. The rightmost circle in Figure 1 shows that these data included the 
name, address, ZIP code, birth date, and gender of each voter. This information can be linked using ZIP 
code, birth date and gender to the medical information, thereby linking diagnosis, procedures, and 
medications to particularly named individuals.

Sweeney, Latanya. "k-anonymity: A model for protecting privacy." International journal of uncertainty, fuzziness and knowledge-based systems 10.05 (2002): 
557-570.



What can be inferred?

For example, William Weld was governor of 
Massachusetts at that time and his medical 
records were in the GIC data. Governor Weld 
lived in Cambridge Massachusetts. According to 
the Cambridge Voter list, six people had his 
particular birth date; only three of them were 
men; and, he was the only one in his 5-digit ZIP 
code.



k-anonymity

K-anonymity is a property of a dataset indicating that each record is 
indistinguishable from at least k-1 other records with respect to certain 
identifying attributes.

The primary goal of k-anonymity is to protect privacy by ensuring that individual 
data cannot be distinguished from others in the dataset.



Types of attributes

● Explicit Identifiers are attributes that can uniquely identify an individual, such as the Social 
Security Number (SSN).

● Quasi-Identifiers (QI) are publicly known attributes/features of individuals that might be used by 
an attacker. A QI cannot be used to uniquely identify a person by itself. However, a combination of 
quasiidentifiers can lead to re-identification by diminishing the possible identities of a specific 
record. As a result, this increases the confidence of an adversary regarding the real identity 
behind an anonymised record. Typical examples of QI attributes are Gender, Zip Code, and Age. 

● Sensitive Attributes (SAs) are the fields that store sensitive/personal information. Therefore, SAs 
store the information that an adversary most probably wishes to know. Well-known examples of 
SAs are the Salary or the Disease of an individual in a financial or medical dataset respectively. 
Generally there is only one SA in a dataset.

● Non-Sensitive Attributes are attributes - other than identifiers, quasi-identifiers and sensitive 
attributes - which contain non-sensitive information about an individual. Still, this type of 
attributes cannot be ignored when protecting a dataset, since they can be part of a QI. For 
example, attributes such as Job and Town may not be considered confidential or private 
information.



Types of publication

● Single release
● Parallel releases
● Sequential publishing



How can I make a dataset k-anonymous?

● Generalise data
● Suppress data
● Bucket data

○ Slicing
○ Disassociation
○ Loose associations

● Permute data
● Perturbation (noise addition, microaggregation, data swapping)

Zigomitros, Athanasios, et al. "A survey on privacy properties for data publishing of relational data." IEEE Access 8 (2020): 51071-51099.



Generalisation example

*

BA

a1 a2 b1 b2



k-anonymity

Age Zip Code Disease

25 12345 Flu

27 12345 Cold

25 12345 Allergy

35 12346 Diabetes

37 12346 Heart attack

35 12346 Flu

Age Zip Code Disease

20-30 1234* Flu

20-30 1234* Cold

20-30 1234* Allergy

35-40 1234* Diabetes

35-40 1234* Heart attack

35-40 1234* Flu

Original 2-anonymous
Each combination of Age Group and Zip Code 

Prefix appears in at least two records



Is this enough?

Age Zip Code Disease

20-30 1234* Flu

20-30 1234* Cold

20-30 1234* Allergy

35-40 1234* Diabetes

35-40 1234* Heart attack

35-40 1234* Flu

If someone is in the 35-40 age group living in 
the 1234* area, we are sure they have either 

Diabetes, a Heart Attack, or the Flu



How good is k-anonymity?

● K-anonymity does not protect against all forms of privacy breaches, 
especially when the dataset contains a lot of quasi-identifiers (indirect 
identifiers).

● Vulnerable to homogeneity attack (when all values of a sensitive attribute 
are identical) and background knowledge attack (using external information 
to deduce individual data).



l-diversity

Age Zip Code Disease

20-30 1234* Flu

20-30 1234* Cold

20-30 1234* Allergy

35-40 1234* Diabetes

35-40 1234* Heart attack

By removing the last row, each group contains 
at least two different diseases



Fully anonymised data

Age Zip Code Disease

20-40 1234* Sick

20-40 1234* Sick

20-40 1234* Sick

20-40 1234* Sick

20-40 1234* Sick



But this is not the original data!

We have changed the data, so can it be useful?



Metrics

The minimal distortion (MD) metric issues a penalty for every value that is 
generalised, e.g. if a1 is generalised to A then MD(A) = 1. If, on the other hand, 
both a1 and a2 are generalised to ∗, then MD(A) = 4 as there is a penalty of two 
from generalising both ai to A, and another two from A to ∗.

ILoss associates each cell of the table with a number between 0 and 1, where 0 
is attributed when there is no generalisation and 1 when there is a total 
suppression. In the rest of the cases, the number is proportional to the extent of 
the generalisation used for that cell value.



GDPR

26. The principles of data protection should apply to any information concerning an identified or 
identifiable natural person. Personal data which have undergone pseudonymisation, which could be 
attributed to a natural person by the use of additional information should be considered to be 
information on an identifiable natural person. To determine whether a natural person is identifiable, 
account should be taken of all the means reasonably likely to be used, such as singling out, either by 
the controller or by another person to identify the natural person directly or indirectly. To ascertain 
whether means are reasonably likely to be used to identify the natural person, account should be taken 
of all objective factors, such as the costs of and the amount of time required for identification, taking 
into consideration the available technology at the time of the processing and technological 
developments. The principles of data protection should therefore not apply to anonymous information, 
namely information which does not relate to an identified or identifiable natural person or to personal 
data rendered anonymous in such a manner that the data subject is not or no longer identifiable. This 
Regulation does not therefore concern the processing of such anonymous information, including for 
statistical or research purposes.



How not to anonymise data

Data from Freedom of Information Law (FOIL): 
https://chriswhong.com/open-data/foil_nyc_taxi/

CSV format:

#medallion,hack_license,vendor_id,rate_code,store_and_fwd_flag,pickup_dateti
me,dropoff_datetime,passenger_count,trip_time_in_secs 

#89D227B655E5C82AECF13C3F540D4CF4,BA96DE419E711691B9445D6A6307C170,CMT
,1,N,2013-01-01 15:11:48,2013-01-01 
15:18:10,4,382,1.00,-73.978165,40.757977,-73.989838,40.751171                                                                                            

https://chriswhong.com/open-data/foil_nyc_taxi/


How not to anonymise data

Medallion format:

● one number, one letter, two numbers. For example: 5X55
● two letters, three numbers. For example: XX555
● three letters, three numbers. For example: XXX555

https://github.com/vijayp/nyc-taxi/blob/master/deanonymise.py



What does this have to do with AI & ML?



ML lifecycle





You are as good as your data and training

Canine Or Cuisine?



You are as good as your data and training

This applies to everyone!



You are as good as your data and training

This applies to everyone!

https://london.sciencegallery.com/ai-artworks
/autonomous-trap-001



Let’s go back

Canine Or Cuisine?

What if I could turn a canine into a chicken 
nugget?



The problem looks like this



No! This is not the goal!



Let’s rephrase…

Can I intentionally make your model think that 
a canine is a chicken nugget?



Access levels to the models

Unknown 
internal structure

(We don’t know anything 
about the model)

Known 
internal structure

(We know the model)

Partially known 
internal structure



Let’s play a game!



What do you see?



What do you see?



What is a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



Is this a cow?



At which point did it stop being a cow?



The perspective on cows 

Regardless of where you stopped considering that you see a cow, I see a 
confidence level from your votes



Back to ML/AI attacks…

● How could this work? 
● Can I use the same idea?
● Humans and machines conceive images completely differently
● We use classifiers and often machines have to classify images based on 

what they consider most fit using the way they see.



…and what do machines see?

The machines see features

If we play with the features, 

we can trick them into seeing

other things!



Let’s try to do this

We will perform a fast gradient sign attack.

Practically, we will create samples, adding noise to the image, computing the 
gradients of the loss with respect to the input image, trying to create a new 
image that maximises the loss.

The goal is to add noise but minimise the visual distortion for the human eye



What are the examples that we created?

Such examples are called adversarial. 

They are especially crafted inputs, created to confuse ML/AI methods and 
resulting in misclassifications

For more, check this: https://github.com/advboxes/AdvBox



So what?



Applications

Eykholt, Kevin, et al. "Robust physical-world attacks on deep learning visual 
classification." Proceedings of the IEEE conference on computer vision and 
pattern recognition. 2018.



Applications

Zhong, Yiqi, et al. "Shadows can be dangerous: Stealthy and effective 
physical-world adversarial attack by natural phenomenon." Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.



Applications

Paschali, Magdalini, et al. "Generalizability vs. robustness: investigating medical 
imaging networks using adversarial examples." Medical Image Computing and 
Computer Assisted Intervention–MICCAI 2018: 21st International Conference, 
Granada, Spain, September 16-20, 2018, Proceedings, Part I. Springer 
International Publishing, 2018.



Applications

Grosse, Kathrin, et al. "Adversarial examples for malware detection." Computer 
Security–ESORICS 2017: 22nd European Symposium on Research in Computer 
Security, Oslo, Norway, September 11-15, 2017, Proceedings, Part II 22. Springer 
International Publishing, 2017.



Back to square one…



Attacking AI systems

AI systems strongly depend on data. The quality of data directly impacts the 
output of AI systems. This reliance on data introduces a new attack surface, such 
as data poisoning attacks.



Attacking AI systems

AI systems raise complex privacy and data protection concerns. 

● During execution, such systems may inadvertently lead to data protection 
and privacy breaches, revealing unnecessary information about the training 
data to users. 

● There is also a broader concern surrounding the privacy of public data. The 
fact that some data is already public does not mean that it can be used 
arbitrarily



Attacking AI systems

AI systems operate in a dynamic framework, in the sense that models frequently 
need to be refreshed or retrained

Is the new state ok?



Microsoft’s Tay learns from the internet 



Can I trigger stuff whenever I want?

Chen, Xinyun, et al. "Targeted backdoor attacks on deep learning systems using 
data poisoning." arXiv preprint arXiv:1712.05526 (2017).

Wenger, Emily, et al. "Backdoor attacks against deep learning systems in the 
physical world." Proceedings of the IEEE/CVF Conference on Computer Vision 
and Pattern Recognition. 2021.



Privacy of the underlying data

I can learn whether a specific entity is part of the training data

Shokri, Reza, et al. "Membership inference attacks against machine learning 
models." 2017 IEEE symposium on security and privacy (SP). IEEE, 2017.

Salem, Ahmed, et al. "Ml-leaks: Model and data independent membership 
inference attacks and defenses on machine learning models." arXiv preprint 
arXiv:1806.01246 (2018).

Salem, Ahmed, et al. "Updates-Leak: Data set inference and reconstruction 
attacks in online learning." 29th USENIX security symposium (USENIX Security 
20). 2020.



Correlating information to deanonymise data

Patsakis, C., Lykousas, N. Man vs the machine in the struggle for effective text 
anonymisation in the age of large language models. Sci Rep 13, 16026 (2023). 
https://doi.org/10.1038/s41598-023-42977-3



Recent works in this direction

Anargyros Chrysanthou, Yorgos Pantis, Constantinos Patsakis: The Anatomy of Deception: 
Technical and Human Perspectives on a Large-scale Phishing Campaign, Computers & Security, 
2024 (To appear)

Domna Bilika, Nikoletta Michopoulou, Efthimios Alepis, Constantinos Patsakis: "Hello me, meet 
the real me: Voice synthesis attacks on voice assistants." Computers & Security 137 (2024): 
103617.

Nikolaos Lykousas, Constantinos Patsakis: Tales from the Git: Automating the detection of 
secrets on code and assessing developers' passwords choices. EuroS&P Workshops 2023: 68-75

Nikolaos Lykousas, Vasilios Koutsokostas, Fran Casino, Constantinos Patsakis: The Cynicism of 
Modern Cybercrime: Automating the Analysis of Surface Web Marketplaces. SOSE 2023: 161-171



Recent works in this direction (cont.)

Alexandros Zacharis, Razvan Gavrila, Constantinos Patsakis, Demosthenes Ikonomou: “AI-assisted Cyber Security 
Exercise Content Generation: Modeling a Cyber Conflict”. 15th International Conference on Cyber Conflict: Meeting 
Reality (CyCon) (2023)

Zacharis, Alexandros, and Constantinos Patsakis. "AiCEF: an AI-assisted cyber exercise content generation 
framework using named entity recognition." International Journal of Information Security (2023): 1-22.

Nikolaos Lykousas, Constantinos Patsakis: Man vs the machine in the struggle for effective text anonymisation in 
the age of large language models, Scientific Reports volume 13, (2023) 

Fran Casino, Nikolaos Lykousas, Ivan Homoliak, Constantinos Patsakis, Julio C. Hernandez-Castro: Intercepting Hail 
Hydra: Real-time detection of Algorithmically Generated Domains. J. Netw. Comput. Appl. 190: 103135 (2021)

Nikolaos Lykousas, Constantinos Patsakis: Large-scale analysis of grooming in modern social networks. Expert Syst. 
Appl. 176: 114808 (2021)



Invisible Flaws: Exploiting Static Code Analysis for 
Undetectable Code Vulnerabilities



LLMs for Deobfuscating Malicious Code: Are We
There Yet?



Collision and reconstruction

● https://github.com/AsuharietYgvar/AppleNeuralHash2ONNX/issues/1
● https://www.apple.com/child-safety/pdf/CSAM_Detection_Technical_Sum

mary.pdf
● https://anishathalye.com/inverting-photodna/

https://github.com/AsuharietYgvar/AppleNeuralHash2ONNX/issues/1
https://www.apple.com/child-safety/pdf/CSAM_Detection_Technical_Summary.pdf
https://www.apple.com/child-safety/pdf/CSAM_Detection_Technical_Summary.pdf


Defenses?



Defense mechanisms

● Data sanitisation: Removing triggers from the training data (if you can find them).
● Adversarial training: Training the model on adversarial examples!
● Differential privacy: Add noise to the model's predictions
● Outlier detection: Identify and remove adversarial examples from the data
● Model monitoring for signs of poisoning, such as sudden changes in performance or 

accuracy. If poisoning is detected, the model can be taken offline and retraining is 
required.

● Data provenance: Tracking the origin of data to ensure that it is not malicious.
● Data diversity: Use data from a various sources to reduce the risk of poisoning. This can 

make it more difficult for attackers to inject poisoned data into the training data.
● Make the model's decision-making process transparent so that it can be audited for signs 

of poisoning.
● Explainable and interpretable AI



Nice links

● https://github.com/RiccardoBiosas/awesome-MLSecOps
● https://github.com/penghui-yang/awesome-data-poisoning-and-backdoor

-attacks

https://github.com/RiccardoBiosas/awesome-MLSecOps
https://github.com/penghui-yang/awesome-data-poisoning-and-backdoor-attacks
https://github.com/penghui-yang/awesome-data-poisoning-and-backdoor-attacks



