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LSTM or Long Short Term Memory is a very important building

block of complex and state of the art neural network

architectures. The main idea behind this article is explaining

the math behind it. To get an initial understanding of what

LSTM is, I would suggest the following blog.
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https://commons.wikimedia.org/wiki/File:LSTM.png
https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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The above is a diagram for a single LSTM cell. I know it looks

scary 

!

 , but we will go through it one by one and by the end

of the article, hopefully it will be pretty clear.
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Basically a single LSTM cell has 4 different components. Forget

gate, input gate, output gate and the cell state. We will first

discuss the use of these parts in brief (for detailed explanation

please refer to the above blog) and then dive into the math part

of it.

Forget gate

As the name suggests, this part is responsible for deciding what

information is to be thrown away or kept from the last step.

This is done by the first sigmoid layer.
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Based on h_t-1 (previous hidden state) and x_t (current input

at time-step t), this decides a value between 0 and 1 for each

value in cell state C_t-1.

B%1(YW(B.,1"#(1$#"($/'(J,"-%.92(+"&&(2#$#"

For all 1’s, all the information is kept as it is, for all 0’s all the

information is discarded and with other values it decides how
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much information from previous state is to be carried to the

next state.

Input gate

B%1(ZW([/J9#(1$#"()$,I"'(%/(X&9"

Christopher Olah has a beautiful explanation of what happens

in the input gate. To cite his blog:

The next step is to decide what new information we’re going to

store in the cell state. This has two parts. First, a sigmoid layer

called the “input gate layer” decides which values we’ll update.

Next, a tanh layer creates a vector of new candidate values, C~t,

that could be added to the state. In the next step, we’ll combine

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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these two to create an update to the state.

Now these two values i.e i_t and c~t combine to decide what

new input is to be fed to the cell state.

Cell state

B%1(TW(Q"&&(2#$#"()$,I"'(%/(X&9"

Cell state serves as the memory of an LSTM. This is where they

perform way better than vanilla RNN’s when dealing with

longer sequences of input. At each time-step the previous cell

state (C_t-1) combines with the forget gate to decide what

information is to be carried forward which in turn combines

with the input gate (i_t and c~t) to form the new cell state or

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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the new memory of the cell.
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Output gate

B%1(SW(^9#J9#(1$#"()$,I"'(%/(X&9"

At last the LSTM cell has to give some output. The cell state

obtained from above is passed through a hyperbolic function

called tanh so that the cell state values are filtered between -1
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and 1. For details into different activation function, this is a

nice blog.

Now i hope the basic cell structure of a LSTM cell is clear and

we can proceed to the derivation of equations which we will

use in our implementation.

.%/012$0"#'=/%/%>60&0$%&

1. Requirements : The core concept of deriving equations is

based on backpropogation, cost function and loss. If you are

not familiar with these , these are few links that will help in

getting a good understanding. This article also assumes a

basic understanding of high school calculus (calculating

derivatives and there rules).
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2. Variables : For each gates we have a set of weights and

https://towardsdatascience.com/activation-functions-neural-networks-1cbd9f8d91d6
https://towardsdatascience.com/understanding-backpropagation-algorithm-7bb3aa2f95fd
https://towardsdatascience.com/step-by-step-the-math-behind-neural-networks-490dc1f3cfd9
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biases which will be denoted as:

W_f,b_f->Forget gate weight and bias

W_i,b_i->Input gate weight and bias

W_c,b_c->Candidate cell state weight and bias

W_o,b_o->Output gate weight and bias

W_v ,b_v -> Weight and bias associated with the Softmax

layer.

f_t, i_t,c_tilede_t, o_t -> Output of the activation functions

a_f, a_i, a_c, a_o -> Input to the activation functions

J is the cost function, with respect to which we will be

calculating the derivatives. Note the ( character after the

underscore(_) is a subscript)

3. Forward prop equations:

B%1(`W(P$#"("]9$#%./2
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4. Process for calculation : Let’s take forget gate example to

illustrate the calculation of the derivatives. We need to follow

the path of red arrows in the below figure.

So we chalk out a path from f_t to our cost function J i.e

f_t →C_t →h_t →J.

The backpropagation happens exactly in the same step but in

reverse i.e

f_t ←C_t ←h_t ←J.
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J is differentiated with respect to h_t, h_t with respect to _C_t

and C_t with respect to f_t.

So if we observe here , J and h_t is the last step of the cell, and

if we calculate dJ/dh_t , then it can be used for calculations like

dJ/dC_t since :

dJ/dC_t = dJ/dh_t * dh_t/dC_t (Chain rule)

Similarly, the derivatives will be calculated for all the variables

mentioned in point no 1.

Now that we have the variables ready and we are clear with the

forward prop equations, its time to dive into deriving the

derivatives through back-propagation. We will start with the

output equations as we saw that the same derivatives is used in

other equations. This is where the chain rule comes in. So let’s

start now.

.%/012$0"#

https://www.khanacademy.org/math/ap-calculus-ab/ab-differentiation-2-new/ab-3-1a/a/chain-rule-review
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The output has two values which we need to calculate.

1. Softmax : For derivative of Cross Entropy Loss with Softmax

we will be using the final equation directly.

The detailed derivation can be found below:

9%&+,-:+%A,-'4)?7-*4,%-4%>'4..BC,-'48D%!4..
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We have the hidden state as h_t. h_t is differentiated w.r.t J.

According to chain rule, the derivation can be seen in the below

figure. We use the value of V_t as mentioned in Fig 9 equation 7

i.e :

V_t = W_v.h_t + b_v

https://sefiks.com/2017/12/17/a-gentle-introduction-to-cross-entropy-loss-function/#:~:text=Cross%20Entropy%20Error%20Function&text=If%20loss%20function%20were%20MSE,error%20function%20is%20cross%20entropy.&text=c%20refers%20to%20one%20hot,refers%20to%20softmax%20applied%20probabilities.
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Variables associated : a_o and o_t.

o_t : In the below image, the path between o_t and J is shown.

According the arrows the full equation for the differentiation

will be as follows:

dJ/dV_t * dV_t/dh_t * dh_t/dO_t

dJ/dV_t * dV_t/dh_t can be written as dJ/dh_t (we have this

value from hidden state).

The value of h_t = o_t * tanh(c_t) -> Fig 9 equation 6.So we
only need to differentiate h_t w.r.t o_t. The differentiation will

be as :-
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a_o: Similarly, the path between a_o and J is shown. According

the arrows the full equation for the differentiation will be as

follows:

dJ/dV_t * dV_t/dh_t * dh_t/dO_t * dO_t/da_o

dJ/dV_t * dV_t/dh_t * dh_t/dO_t can be written as dJ/dO_t

(we have this value from above o_t).

o_t = sigmoid (a_o) -> Fig 8 equation 4 . So we only need to
differentiate o_t w.r.t a_o. The differentiation will be as :-
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C_t is the cell state of the cell. Along with it, we also handle the

candidate cell state a_c and c~_t here.

C_t : The derivation for C_t is pretty trivial, as the path from

C_t to J is simple enough. C_t → h_t → V_t → J. As we already

have dJ/dh_t, we directly differentiate h_t w.r.t C_t.

h_t = o_t * tanh(c_t) -> Fig 9 equation 6. So we only need to
differentiate h_t w.r.t C_t.
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Note: The cell state clubbed will be explained at the end of the

article.

c~_t : In the below image, the path between c~_t and J is

shown. According the arrows the full equation for the

differentiation will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/dc~_t

dJ/dh_t * dh_t/dC_t can be written as dJ/dC_t (we have this

value from above).

The value of C_t is as shown in Fig 9 equation 5 (tilde (~) sign

is missing in the last c_t in line no 3 in below figure -> writing

mistake).So we only need to differentiate C_t w.r.t c~_t.
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a_c : In the below image, the path between a_c and J is shown.

According the arrows the full equation for the differentiation

will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/dc~_t * dc~_t/da_c

dJ/dh_t * dh_t/dC_t * dC_t/dc~_t can be written as dJ/dc~_t

(we have this value from above).

The value of c~_t is as shown in Fig 8 equation 3. So we only
need to differentiate c~_t w.r.t a_c.

9#,6$'42$%

Variables associated : i_t and a_i
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i_t : In the below image, the path between i_t and J is shown.

According the arrows the full equation for the differentiation

will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/di_t

dJ/dh_t * dh_t/dC_t can be written as dJ/dC_t (we have this

value from cell state). So we only need to differentiate C_t
w.r.t i_t.

The value of C_t is as shown in Fig 9 equation 5. So the

differentiation will be as :-
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a_i : In the below image, the path between a_i and J is shown.

According the arrows the full equation for the differentiation

will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/di_t * di_t/da_i

dJ/dh_t * dh_t/dC_t * dC_t/di_t can be written as dJ/di_t (we

have this value from above). So we only need to differentiate
i_t w.r.t a_i.

C"/4%$'D2$%

Variables associated : f_t and a_f

f_t : In the below image, the path between f_t and J is shown.



17/12/21, 8:21 PMLSTM Gradients. Detailed mathematical derivation of… | by Rahuljha | Towards Data Science

Page 21 of 29https://towardsdatascience.com/lstm-gradients-b3996e6a0296

According the arrows the full equation for the differentiation

will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/df_t

dJ/dh_t * dh_t/dC_t can be written as dJ/dC_t (we have this

value from cell state). So we only need to differentiate C_t
w.r.t f_t.

The value of C_t is as shown in Fig 9 equation 5. So the

differentiation will be as :-
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a_f : In the below image, the path between f_t and J is shown.

According the arrows the full equation for the differentiation

will be as follows:

dJ/dh_t * dh_t/dC_t * dC_t/df_t * df_t/da_t

dJ/dh_t * dh_t/dC_t * dC_t/df_t can be written as dJ/df_t (we

have this value from above). So we only need to differentiate
f_t w.r.t a_f.

9#,6$'$"'$5%'E&$7

There are 2 variables associated with input for each cell i.e

previous cell state C_t-1 and previous hidden state

concatenated with current input i.e
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[h_t-1 ,x_t] -> Z_t

C_t-1 : This is the memory of the Lstm cell. Figure 5 shows the

cell state. The derivation of C_t-1 is pretty simple as only C_t-1

and C_t are involved.

Z_t : As shown in the below figure, Z_t goes into 4 different

path, a_f,a_i,a_o,a_c.

Z_t → a_f → f_t → C_t → h_t → J . -> Forget gate

Z_t → a_i→ i_t → C_t → h_t → J . -> Input gate

Z_t → a_c → c~_t → C_t → h_t → J . -> Candidate cell state

Z_t → a_o → o_t → C_t → h_t → J . -> Output gate
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The derivation for W and b is straight forward. The below

derivation is for the output gate of the Lstm. For the rest of the

gates, similar process is done for weights and biases.
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dJ/d_W_f = dJ/da_f . da_f / d_W_f -> Forget gate

dJ/d_W_i = dJ/da_i . da_i / d_W_i -> Input gate

dJ/d_W_v = dJ/dV_t . dV_t/ d_W_v -> Output

dJ/d_W_o = dJ/da_o . da_o / d_W_o -> Output gate

So finally we are done with all the derivations. Now we just

need to clarify a couple of points.

b"%1*#2($/'(L%$2"2(0.,(%/J9#($/'(0.,1"#(1$#"

b"%1*#2($/'(L%$2(0.,(.9#J9#($/'(.9#J9#(1$#"

=T Z
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Till now what we have done is for a single time step. Now we

have to make it for 1 single iteration.

So if we have total T time-steps, then the gradients for each

single time-step will be added at the end of T time steps, so the

cumulative gradient at end of each iteration will be:

B%1(A?(W(Q9)9&$#%-"(1,$'%"/#($#("/'(.0("$+*(%#",$#%./

And now these will be used to update the Weights.
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LSTMs are very complex structures but they also work very

well. Mainly there are 2 types of RNN’s with this features:

LSTM and GRU.

Training of LSTMs is also a tricky task as there are lots of hyper-

parameters and getting the combination right is often a

difficult task.

So, by now i hope the math part of LSTM is pretty clear and i

would suggest getting your hands dirty to get a clear and good

understanding of it. Here are some links which might help:



17/12/21, 8:21 PMLSTM Gradients. Detailed mathematical derivation of… | by Rahuljha | Towards Data Science

Page 28 of 29https://towardsdatascience.com/lstm-gradients-b3996e6a0296

0,)+'.-(,)*,1%!"#$%(,)%*-.%E?*75

*<8:+<+,-(-*4,%*,%5+'(.%@4'%.+,-*<+,-%(,(:D.*.F

#.C$,'2'$#$2+%"/+"7+.)

G+'(.%!"#$%-?-4'*(:%B%H43%-4%+(.*:D%I?*:)%(

843+'@?:%)++8%:+(',*,1%:(,1?(1+%<4)+:%BJ

9)K+,-?'+.%*,J[/(J,"-%.92(J.2#2>([(%/#,.'9+"'(E",$2(0.,(L9%&'%/1
+./-.&9#%./$&(/"9,$&(/"#C.,I2($/'(J",0.,)%/1(C.,V
")L"''%/17(5*"V
$'-"/#9,"2%/)$+*%/"&"$,/%/17+.)

Thanks for reading the article and hope you liked it.

Happy learning "  !!!

B04#'6,'@"/'J5%'K2/02G8%

XN(5.C$,'2(!$#$(4+%"/+"

F-",N(5*9,2'$N>(#*"(e$,%$L&"('"&%-",2(#*"(-",N(L"2#(.0(5.C$,'2(!$#$

4+%"/+"W(0,.)(*$/'2M./(#9#.,%$&2($/'(+9##%/1M"'1"(,"2"$,+*(#.(.,%1%/$&

0"$#9,"2(N.9('./G#(C$/#(#.()%227(5$I"($(&..I7

P"#(#*%2(/"C2&"##",

32#) P,$'%"/# X$+IJ,.J$1$#%./ !""J(3"$,/%/1 !",%-$#%./

https://towardsdatascience.com/understanding-lstm-and-its-quick-implementation-in-keras-for-sentiment-analysis-af410fd85b47
https://adventuresinmachinelearning.com/keras-lstm-tutorial/
https://medium.com/m/signin?actionUrl=%2F_%2Fapi%2Fsubscriptions%2Fnewsletters%2Fd6fe9076899&operation=register&redirect=https%3A%2F%2Fmedium.com%2Ftowards-data-science%2Fnewsletters%2Fthe-variable&collection=Towards+Data+Science&collectionId=7f60cf5620c9&newsletterV3=The+Variable&newsletterV3Id=d6fe9076899&user=Ludovic+Benistant&userId=895063a310f4&source=newsletter_v3_promo--------------------------newsletter_v3_promo----------d6fe9076899----
https://towardsdatascience.com/tagged/lstm
https://towardsdatascience.com/tagged/gradient
https://towardsdatascience.com/tagged/backpropagation
https://towardsdatascience.com/tagged/deep-learning
https://towardsdatascience.com/tagged/derivation
https://medium.com/towards-data-science/newsletters/the-variable?source=newsletter_v3_promo--------------------------newsletter_v3_promo--------------


17/12/21, 8:21 PMLSTM Gradients. Detailed mathematical derivation of… | by Rahuljha | Towards Data Science

Page 29 of 29https://towardsdatascience.com/lstm-gradients-b3996e6a0296

RL.9# b,%#" U"&J 3"1$&

https://medium.com/?source=post_page-----b3996e6a0296-----------------------------------
https://medium.com/about?autoplay=1&source=post_page-----b3996e6a0296-----------------------------------
https://medium.com/new-story?source=post_page-----b3996e6a0296-----------------------------------
https://help.medium.com/hc/en-us?source=post_page-----b3996e6a0296-----------------------------------
https://policy.medium.com/medium-terms-of-service-9db0094a1e0f?source=post_page-----b3996e6a0296-----------------------------------

