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Preface

With the advent of the intelligent transport system (ITS), vehicular communications
networks have been widely studied in recent years. Dedicated short-range commu-
nications (DSRC) can provide efficient real-time information exchange between
vehicles even with the lack of pervasive roadside communications infrastructure.
Although mobile cellular networks are capable of providing great coverage for
vehicular users, the requirement of stringent real-time safety services cannot
always be guaranteed in mobile networks. Therefore, the Heterogeneous Vehicular
NETwork (HetVNET), which integrates cellular networks with DSRC, emerges
as a promising solution to meet the communications requirements of the ITS.
Although there exist extensive reported studies on either DSRC or cellular networks,
the combination of these two popular techniques remains a relatively nascent
field of research. Building such HetVNETs requires thorough investigations into
heterogeneity and its associated challenges.

The objective of this monograph is to present architectures of the HetVNET
and to examine recent advances in Medium access control (MAC) layer designs
for such systems. In Chap. 1, we present the motivation to the development of
HetVNETs after a brief introduction to existing vehicular networks as well as the
user cases and requirements of ITS services. Chapter 2 proposes an HetVNET
architecture that utilizes a variety of wireless networking techniques, followed by
the descriptions of various applications in some typical scenarios. Chapter 3 focuses
on the MAC mechanisms of vehicular communications including a novel location-
based channel congestion control mechanism. In order to well exploit the radio
resources in HetVNETs, efficient resource allocation schemes are desired. Thus, not
only the content-based scheme but also the cooperative one are presented in Chap. 4,
following a short brief to the state-of-the-art. Finally, Chap. 5 suggests some open
issues that help point out new research directions in HetVNETs.

We are very grateful to Prof. Xuemin (Sherman) Shen, the SpringerBriefs series
editor on Wireless Communications. This book would not be possible without his
kind support. Special thanks are also attributed to Jennifer Malat and Melissa Fearon
at Springer Science+Business Media, for their assistance throughout the preparation
process of this monograph.
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Chapter 1
Introduction

The Heterogeneous Vehicular NETwork (HetVNET) is an important and timely
topic, which is largely motivated by the fact that each type of current wireless
networks not only offers its unique benefits, but also has its own drawbacks.
Therefore, different from existing studies in the literature, this book focuses
specifically on various services that can be provisioned by HetVNETs. In this
chapter, we first present the motivations of the HetVNET after a short overview
on the existing vehicular networks. Then, an analysis on the service and user case
for the Intelligent transportation system (ITS) is given. The aim of the monograph
is provided finally.

1.1 Motivation of Heterogeneous Vehicular Networks

In recent years, traffic congestion and accidents, alongside environmental pollution
caused by road traffic and fuel consumption, have become compelling global issues.
Both developing and developed countries are plagued by traffic problems. High
traffic accident rates claim huge losses of life and property. As reported by the
World Health Organization (WHO), more than 100 million people die in traffic
accidents worldwide, and the resultant economic losses are up to $500 billion each
year [1]. Moreover, traffic congestion in urban areas decreases the efficiency of
transportation, and hence hinders economic growth. As a result, both the safety
and the efficiency of current transportation systems have room for significant
improvements.

Vehicular networks are designed to provide information exchange via Vehicle-to-
Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications. It is reported
that over 50 % of interviewed consumers are highly interested in the idea of
connected cars, 22 % of whom are willing to pay $30�65 per month for value-
added on-road connectivity services [2]. In 1999, the Federal Communications

© The Author(s) 2016
K. Zheng et al., Heterogeneous Vehicular Networks, SpringerBriefs in Electrical
and Computer Engineering, DOI 10.1007/978-3-319-25622-1_1
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2 1 Introduction

Commission (FCC) allocated 75 MHz (from 5.850 to 5.925 GHz) bandwidth to
Dedicated Short Range Communications (DSRC) in vehicular environments. The
US Department of Transportation (DOT) estimates that DSRC-based V2V commu-
nications can reduce up to 82 % of all road crashes in the USA, potentially saving
thousands of lives and billions of dollars [3]. Meanwhile, much attention has been
paid to the applicability of mobile cellular networks to support vehicular services,
which can provide wide coverage and high data rate services to vehicular users.
However, both DSRC and mobile cellular networks have their respective limitations
when used in vehicular environments.

1.1.1 DSRC

DSRC is a wide-consensus wireless technology that is designed to support ITS
applications in vehicular networks. In 1999, the US FCC allocated 75 MHz of
licensed spectrum in the 5.9 GHz band to DSRC. The US DOT estimates that
V2V communications based on DSRC can eliminate up to 82 % of all crashes
involving unimpaired drivers in the USA, and about 40 % of all crashes occurred
at intersections [3]. These statistics imply the huge potential for DSRC technology
to reduce crashes and to improve safety for the driving public.

In February 2014, US Transportation Secretary Anthony Fox announced that the
National Highway Traffic Safety Administration (NHTSA) would begin a V2V rule-
making process and ultimately planned to require the life-saving communications
technology to be installed in all new cars and light trucks. In August 2014, the
National Highway Traffic Safety Administration issued an Advanced Notice of
Proposed Rule Making (ANPRM), which suggests the US DOT may mandate
DSRC in vehicles. To ensure traffic safety and deficiency, governments, academia,
and auto-makers have been actively pursuing research on DSRC. The on-going US
DOT Connected Vehicle Safety Pilot Program [4] conducts tests and collects data
on the readiness and effectiveness of DSRC-based V2V and V2I communications
for supporting collision prevention applications.

DSRC, which adopts IEEE 802.11p as its PHYsical (PHY) and Medium access
control (MAC) layers, is derived from IEEE 802.11e with small modifications in the
Quality of service (QoS) aspects. Easy deployment, low costs, and the capability to
support V2V communications with the ad-hoc mode are its advantages compared
to Long-term evolution (LTE) networks. However, DSRC has it own drawbacks,
e.g., scalability issues, unbounded delays, limited radio range, short-lived V2I
connectivity, and so on. As concluded in [2], even though the current DSRC
technology is shown to be effective in supporting vehicular safety applications in
numerous field trials, and to hold the promise for significantly reducing crashes,
significant challenges remain for employing DSRC technology in some hostile
vehicular environments.
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1.1.2 Cellular Networks for Vehicular Communications

Although DSRC is widely considered as the de facto technique for vehicular
networks, stakeholders have recently begun investigating the applicability of LTE
to ITS services [2]. This is due to the following reasons: (1) large coverage;
(2) high capacity; (3) centralized architecture; (4) high market penetration; and
(5) multicast/broadcast support.

However, some issues remain to be resolved before cellular networks can be
put to widespread use in vehicular communications. Firstly, the MAC layer lacks
efficient scheduling mechanisms for a proper mapping of vehicular traffic features
to the existing QoS class identifier (QCI) and/or new QCI definition. Secondly, when
Multimedia Broadcast and Multicast Services (MBMS) are employed to broadcast
vehicular service messages, the signaling overhead resulting from the subscription
and joining procedures to a multicast service is overly large. Thus, it is essential
to design lightweight joining/leaving procedures for dynamic groups of vehicles.
Meanwhile, traditional applications offered by cellular networks, such as Voice over
Internet Protocol (VoIP) and file sharing, may suffer from different levels of impact
attributed to the new V2I traffic. Finally, effective business models are to be studied
to support the widespread use of cellular networks for ITS applications.

1.1.3 Motivation of Heterogeneous Vehicular Networks

Based on the above discussions, a single wireless technology cannot well support
ITS services, especially in dense traffic areas and heavy load environments.
Therefore, the future trend of vehicular networks is to depart from focusing on
a single technology towards designing systems built on multiple technologies.
The European Telecommunications Standards Institute (ETSI), the International
Standards Organization (ISO), and the US DOT are currently investigating the
complementary roles of IEEE 802.11p, LTE, and other cellular technologies in
supporting ITS applications cooperatively.

One of the key motivations for considering such heterogeneous vehicular net-
works is the widespread availability of these technologies, e.g., LTE, DSRC, and so
on. Upon wide deployment, LTE is expected to play a crucial role in complementing
the drawbacks of DSRC technology.

1.2 User Cases and Requirements for Safety and Non-Safety
Related Services

The main objective of this section is to summarize user cases and services for the
deployment of the ITS. The system capabilities are then derived from a requirement
analysis of these user cases and services. ITS services can be broadly categorized
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into safety and non-safety services as described in [2, 5]. The former disseminates
real-time safety-related messages, e.g., various warning messages including abrupt
brake warning messages, so as to prevent car accidents, while the latter is to optimize
the flow of vehicles in an effort to reduce the travel time and to improve the road
users’ experience.

1.2.1 Safety-Related Services and User Cases

Safety services aim at reducing the risk of car accidents and decreasing the
possibility of life losses for vehicular users. Timeliness and reliability are considered
as highly demanding requirements for this kind of services. Table 1.1 lists the
requirements for the user cases of safety services [6, 7]. The safety-related services
can be classified into four categories, i.e., Category I (vehicle status warning),
Category II (vehicle type warning), Category III (traffic hazard warning), and
Category IV (dynamic vehicle warning). The minimum frequency of periodic
messages of a safety service varies from 1 to 10 Hz, and the reaction time of most
drivers ranges from 0.6 to 1.4 s [8]. Thus, it is reasonable to restrict the maximum
latency time to be no more than 100 ms. For example, the maximum latency of
pre-crash warning is 50 ms. The communications mode and the user cases are also
compared in Table 1.1. The security and reliability requirements are very strict due
to the characteristics of safety services. We mainly consider two message types used
for safety services [5], i.e.,

• Cooperative awareness message (CAM): CAMs are sent or broadcast periodi-
cally to areas of interest primarily for road warning purposes, e.g., the user cases
in Category II as shown in Table 1.1. The exchanged messages usually include
the information on a vehicle’s status, type, positions, speed, and so on.

• Decentralized environmental notification (DEN): DEN messages are usually
triggered by special events, e.g., the user cases in Categories I, III, and IV listed
in Table 1.1. The purpose of DEN is to notify the vehicles in areas of interest of
potential hazards.

1.2.2 Non-Safety Related Services and User Cases

Non-safety services are used primarily for traffic management, congestion control,
improvement of traffic fluidity, infotainment, etc. The main objective of non-
safety services is to offer a more efficient and comfortable driving experience.
These services have no stringent requirements on latency and reliability [7].
As shown in Table 1.2, non-safety services can be roughly classified into two
categories, i.e., Category I (traffic management) and Category II (infotainment).
The former is to improve the traffic fluidity as well as offering secondary benefits
not directly associated with traffic management [6]. For instance, due to efficient
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Table 1.1 Safety services and user cases requirements

Category User cases
Communication
mode

Security reliabil-
ity requirements

Minimum
frequency
of periodic
messages

Maximum
latency

Category I Emergency
electronic brake
lights

Time limited
periodic broadcast
on event

High/High 10 Hz 100 ms

Abnormal
condition warning

Time limited
periodic broadcast
on event

High/High 1 Hz 100 ms

Category
II

Emergency vehicle
warning

Periodically
triggered by vehicle
mode

High/High 10 Hz 100 ms

Slow vehicle
warning

Periodically
triggered by vehicle
mode

High/High 2 Hz 100 ms

Motorcycle
warning

V2X cooperative
awareness

High/High 2 Hz 100 ms

Vulnerable road
user Warning

V2X cooperative
awareness

High/High 1 Hz 100 ms

Category
III

Wrong way
driving warning

Time limited
periodic
broadcasting on
event

High/High 10 Hz 100 ms

Stationary vehicle
warning

Time limited
periodic
broadcasting on
event

High/High 10 Hz 100 ms

Traffic condition
warning

Time limited
periodic messages
broadcast-
ing/authoritative
message triggered

High/High 1 Hz 100 ms

Signal violation
warning

Temporary messages
broadcasting on
event

High/High 10 Hz 100 ms

Roadwork
warning

Temporary messages
broadcasting on
event

High/High 2 Hz 100 ms

Decentralized
floating car data

Time limited
periodic
broadcasting on
event

High/High 10 Hz 100 ms

Category
IV

Overtaking vehicle
warning

V2X cooperative
awareness

High/High 10 Hz 100 ms

Lane change
assistance

V2X cooperative
awareness

High/High 10 Hz 100 ms

Pre-crash sensing
warning

Broadcast of
pre-crash state

High/High 10 Hz 50 ms

Cooperative glare
reduction

V2X cooperative
awareness

Medium/Medium 2 Hz 100 ms
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traffic scheduling, the travel time and fuel consumption can be reduced. The latter
provides on-demand entertainment information to passing vehicles. Compared to
safety services, non-safety services have varying QoS requirements. For most non-
safety services, the minimum frequency of periodic messages is 1 Hz, while the
maximum latency is 500 ms. In special user cases such as optimal traffic light speed
advisory and intersection management, positioning accuracy is crucial, e.g., no more
than 5 m [6]. On the other hand, user cases such as local electronic commerce with
monetary transactions require high-level security. For traffic efficiency services,
broadcast messages have to be authoritative and endorsed by traffic management
authorities.

1.3 Aim of the Monograph

Several wireless communication systems have been considered for supporting ITS
services via V2V and V2I communications. Among them, DSRC and cellular
networks such as LTE technology are front runners, and both are considered well
suited for providing ITS services under the condition of low vehicle density [9, 10].
However, with an ever increasing number of vehicles, LTE networks can be easily
overloaded. Moreover, the work in [9] shows that DSRC in conjunction with IEEE
802.11p exhibits poor performance in the event of a large number of vehicles. As
a result, to remedy the drawbacks of existing vehicular networks, the HetVNET is
needed to support various services under dense vehicular environments.

The aim of this monograph is to investigate how to utilize all the resources in
an HetVNET taking into account different scenarios and applications. Specifically,
we focus on the following research directions, i.e., (1) how to coherently integrate
all the wireless communications systems in HetVNETs; (2) how to manage and
maintain communications among the vehicles and between the vehicles and the
infrastructure; and (3) how to make efficient use of all the radio resources in
the HetVNET. To address these questions, in this monograph, we analyze the
network architecture of the HetVNET, and provide an in-depth study into the MAC
mechanisms for vehicular networks as well as cooperative scheduling schemes. The
results from these studies provide an insight into and the guidelines on the design
and deployment of future HetVNETs.
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Chapter 2
Architecture of Heterogeneous
Vehicular Networks

2.1 Background

Due to the high mobility of vehicles and the dynamic topology changes of Vehicular
Ad hoc NETwork (VANET), it is difficult to provide satisfied ITS services only
through a single wireless network. Consequently, by integrating different wireless
access networks such as LTE and DSRC, the HetVNET is expected to be a good
platform that can meet various demanding communications requirements of ITS
services. In this chapter, we first present a framework of the HetVNET [1]. Several
HetVNET candidate communications techniques are then discussed for comparison
purposes.

2.2 Framework of Heterogeneous Vehicular Networks

As illustrated in Fig. 2.1, an HetVNET is composed of three main components,
namely a Radio access network (RAN), a Core network (CN), and a Service center
(SC). Service providers can often supply a variety of services to vehicular users
through the SC. The CN is a key component of the HetVNET, because it provides
many important functions, such as aggregation, authentication, and switching. In
this book, we focus only on the RAN. In the HetVNET, there are two types of
communications links, i.e., V2V and V2I, which are similar to traditional vehicular
networks supported by only a single communications technology [2–4]. V2V allows
for short- and medium-range communications among vehicular users, offering
low deployment costs and supporting low-latency message delivery. V2I enables
vehicles to connect to the Internet for information dissemination and infotainment
via a roadside Base station (BS). Various candidate wireless access technologies can
be used to support V2I and V2V communications subject to specific requirements.

© The Author(s) 2016
K. Zheng et al., Heterogeneous Vehicular Networks, SpringerBriefs in Electrical
and Computer Engineering, DOI 10.1007/978-3-319-25622-1_2
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Fig. 2.1 Illustration of the unified HetVNET framework

Thus, it is a challenging task to select an efficient and suitable radio access method
that meets all distinct QoS requirements of desired services for vehicular users.

One of challenges in HetVNETs is to support a dynamic and instant composition
of different networks, and to allow operators to utilize radio resources in an efficient
and flexible manner. Towards this end, as illustrated in Fig. 2.1, we introduce a
new layer, namely the heterogeneous link layer (HLL), which operates on the
top of the MAC layer in each radio access network. The HLL enables unified
processing, offers a unified interface to the higher layers, and can adapt to the
underlying radio access techniques. In the proposed layer, we define specific
functions for joint management of multi-radio resources and load sharing among
different networks. These functions facilitate efficient link-layer inter-working
among multiple networks. There exists a trade-off between the performance and
exchange overhead of the HetVNET, which depends on the possible operational
time scale of the HLL. The main objectives of the HLL functions are to enable
the global management of network resources, and to meet the QoS requirements
of safety/non-safety services by facilitating the coordination among various radio
networks.

Since physical layer techniques and network layer protocols for different systems
often have their own unique characteristics, a unified approach to enable cooperation
among multiple systems is highly desirable. Through virtualization techniques,
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the physical wireless infrastructure and the radio resources in HetVNETs can be
abstracted and isolated into a number of virtual resources, which are then shared by
multiple parties through isolating each other [5]. Thus, our purpose is to introduce
virtualization functions to the HLL for abstracting, slicing, isolating, and sharing
resources so that each wireless system in the HetVNET can be regarded as part of the
entire network. However, the unique characteristics of different wireless systems,
in terms of physical radio resources, Medium access control (MAC), and network
protocols, etc., make this task extremely complicated.

Virtualization can be implemented at different levels, ranging from the spectrum
level through to the physical radio resource unit, which determines the flexibility
of radio resource utilization. Virtualization at a higher level may reduce the
flexibility of virtualization, while better multiplexing of resources across slices
results in a more feasible implementation. However, this may lead to less efficient
use of resources and less strict isolation between different systems. For example,
in spectrum-level slicing, resource sharing between the LTE and DSRC systems
emphasizes on the data bearer instead of the physical layer technique. A vehicular
user may be restricted to either LTE or DSRC through the access control function
at the HLL with the knowledge of traffic loading and resource usage of different
systems. On the other hand, when wireless virtualization is implemented at a
lower level with a different definition of slices, the effect may be opposite. It is
possible that the physical resources that belong to one or more wireless systems are
virtualized and split into virtual resource slices [6], which can be either bandwidth-
based or resource-based [7]. Then, virtual radio resource allocation (VRRA) can be
implemented to map between the physical and virtual links, allowing for dynamic
allocation of radio resources to different systems [8].

2.3 V2I Communications

V2I communications aim to connect vehicles to the infrastructure located on the
roadside. Since the infrastructure of cellular networks has been widely deployed
in the past decades, it is economical to utilize cellular networks to support
V2I communications [9, 10]. Another solution is to use DSRC, which is based
on the IEEE 802.11p/1609 wireless access in vehicular environments (WAVE)
protocols [11].

2.3.1 Cellular-Network-Based V2I Communications

Cellular networks offer two transmission modes for V2I communications, namely
unicast and multicast/broadcast. Unicast can be used for both uplink and downlink
message distributions, which is point-to-point communications between a vehicle
and the BS, also known as the Evolved nodeB (eNB). On the other hand, multi-
cast/broadcast is exclusively used for the distribution of downlink messages, which
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Fig. 2.2 Example of multicast/broadcast by BSs in the HetVNET

refers to point-to-multi-point transmission. In the broadcast scenario illustrated in
Fig. 2.2, the traffic information server may distribute the safety messages of “pre-
crash warning” to different broadcast areas via MBMS [12]. Each broadcast area
consists of multiple cells configured by mobile operators.

2.3.1.1 WCDMA for V2I

Wideband code-division multiple access (WCDMA) is one of the most successful
cellular systems. It is based on the direct sequence code-division multiple access
(DS-CDMA) technique, where the signal of a physical channel is spread over
wide bandwidth through multiplying with a certain channelization code, e.g., the
orthogonal variable spreading factor (OVSF) code. This unique code distinguishes
between each physical channel in a WCDMA system. The radio resource control
(RRC) defines protocols that describe which processes should be active in a vehicle
equipment (VE), and whether a common or dedicated/shared channel is used [12].
In accordance with the inactive and active statues of VEs, the sub-states can be
classified as RRC idle and RRC connected, respectively, as illustrated in Fig. 2.3.
Typically, an inactive VE stays in the RRC Idle state, which is a power saving state
with little signaling traffic. As for the RRC connected state, there are four different
sub-states, i.e., the CELL dedicated channel (CELL-DCH), CELL forward access
channel (CELL-FACH), CELL paging channel (CELL-PCH), and URA paging
channel (URA-PCH). When a dedicated channel is allocated to a VE, i.e., in the
CELL_DCH, messages can be transmitted and received with minimal latency. After
a certain inactive period A (usually 2 s), the VE transits to the CELL_FACH, which
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Idle Mode

CELL_DCH

CELL_FACH

CELL_PCH URA_PCH

data

Timeout B

Timeout ABuffer size > x

Connected Mode

Fig. 2.3 Illustration of the WCDMA RRC states for V2I communications

Fig. 2.4 Latency performances of WCDMA different RRC states

can be used to exchange control information and a small amounts of user data. When
the buffer in the VE or RNC exceeds a certain threshold (i.e., about 220 bytes on the
uplink), the VE sends an RRC measurement report, and thus initiates a channel type
switch to the CELL_DCH. In the CELL_PCH, the VE sends regular cell updates
and thus becomes known at the cell level. The URA_PCH state is similar to that of
the CELL_PCH, except that the VE sends URA updates instead of cell updates.

However, there are still a few technical challenges that remain to be solved,
when applying WCDMA to V2I communications. Figure 2.4 shows the delivery
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latency of the VE under different states in the WCDMA system. In the idle state,
the connection setup requires 2 � 2:5 s, which is not presented in Fig. 2.4. As
can be seen from the figure, the delivery latency that the VE is in all the states
is longer than the allowed maximum latency for safety services, i.e., 100 ms. This
means that the WCDMA system cannot well support safety services in vehicular
communications. On the other hand, in most scenarios, the WCDMA system can
nearly meet the latency requirement of non-safety services, i.e., no more than
500 ms. For example, if the VE is in the CELL_DCH or CELL_FACH state, the
latency is around 100–178 ms. When the VE is in the URA_PCH state, the latency
is increased to 400 � 500 ms. The latency of unicast is similar to that of the above
case. For VEs in the CELL_DCH or CELL_FACH state, the delay is similar to that
of uplink transmission. For VEs in URA_PCH, channel switching requires 300 ms.
Furthermore, the paging procedure takes another 160 ms. Providing that the VEs are
permanent in the CELL_DCH or CELL_FACH state, the delivery latency for most
non-safety services may not be the bottleneck. In fact, the capacity of the WCDMA
system is limited, in which a large number of VEs cannot always remain connected,
i.e., in the CELL_DCH or CELL_FACH sub-state. Therefore, the number of VEs
that can be in CELL_DCH and CELL_FACH simultaneously becomes a major
limiting factor for non-safety services in the WCDMA system.

2.3.1.2 LTE for V2I

As stated in [13], LTE can provide uplink data rates up to 50 Mbps, and downlink
data rates up to 100 Mbps with a bandwidth of 20 MHz, and supports a maximum
mobile speed of 350 km/h The flat architecture of the LTE system is attributed
to the low transmission latency, e.g., the theoretical round-trip time is lower than
10 ms, and the transmission latency in the RAN is up to 100 ms [14]. Therefore,
LTE is envisioned to well support V2I communications. Especially, in the initial
deployment stage of vehicular networks, LTE is expected to play a crucial role in
supporting vehicular services. This could first take place in rural areas, where the
vehicle density is low.

In general, LTE networks are capable of providing high capacity with wide cover-
age. For instance, LTE can support up to 1200 vehicles per cell in rural environments
with a uplink delay under 55 ms and one CAM per second [12]. Besides, it also
can provide a robust mechanism for mobility management. Experiments of trialing
LTE in vehicles to support various applications, e.g., infotainment, diagnostics, and
navigation, have been carried out. The results show that the LTE system is able
to provide a data rate of 10 Mbps with a speed up to 140 km/h [15]. LTE can
be particularly helpful at intersections by enabling a reliable exchange of cross-
traffic assistance applications [14]. In [16], the authors analyze the applicability of
LTE to vehicular safety communications at intersections. Their analysis shows that
the LTE system can support the demand of transmitting approximate 1500 CAMs



2.3 V2I Communications 15

per second per cell. Furthermore, the Evolved multimedia broadcast and multicast
service (eMBMS) is an effective means to support multicast or broadcast services
in highly dense vehicle environments.

Nevertheless, several problems need to be solved before LTE systems can be
widely used for V2I communications [14]. Firstly, the MAC layer of LTE lacks an
efficient scheduling mechanism for properly mapping the vehicular traffic features
to the existing QCI and/or the new QCI definition. Secondly, when the eMBMS is
employed to broadcast vehicular service messages, the signaling overhead resulting
from the subscribing and joining procedures to the multicast service is overly large.
Thus, it is essential to design lightweight joining/leaving procedures for dynamic
groups of vehicles. The challenge is how to ensure transmission efficiency while
reducing the overhead. Meanwhile, traditional applications offered by LTE networks
may be affected by different levels of potential impact due to the introduction of new
types of traffic, especially the heavy load ones [17].

2.3.2 DSRC-Based V2I Communications

Figure 2.5 illustrates the WAVE protocol in a DSRC network. In order to enable
robust connections and fast setup for moving vehicles, the half-clocked mode with
a 10 MHz bandwidth in the physical layer, termed IEEE 802.11p, is employed.
Considering the characteristics of vehicular environments, the Enhanced distributed
channel access (EDCA) mechanism in IEEE 802.11e with small modifications
is adopted to satisfy the strict QoS requirements of the MAC layer [18]. In
order to meet the requirements of vehicular communications, a suite of standards
are defined by the IEEE 1609 Working Group for DSRC networks, i.e., 1609.4
for Channel Switching, 1609.3 for Network Services including the WAVE Short
Message Protocol (WSMP), and 1609.2 for Security Services. In order to avoid
the packetization overhead, the minimum WSM overhead is 5 bytes, and even
with optional extensions the overhead rarely exceeds 20 bytes. The minimum
overhead associated with User Datagram Protocol (UDP)/Internet Protocol version
6 (IPv6) is 52 bytes. In addition, in the network and transport layers, the Internet
Protocol version 4 (IPv4), Transmission Control Protocol (TCP), and UDP are
also employed on the top of the stack. The SAE J2735 Message Set Dictionary
standard specifies a set of message formats that support a variety of vehicle-
based applications [11]. DSRC networks can operate well under sparse nomadic
deployment with stationary channels. However, vehicular communications may
take place over severe frequency-selective multipath and fast fading channels,
as well as in densely populated environments. Therefore, there is a large room
for improvement and enhancement in DSRC. Next, several problems of DSRC
networks when used for V2I communications are discussed.

• Sparse pilot design: The dynamic V2I environment with large multipath delay
spread and high mobility results in highly time-frequency selective vehicular
communications channels. In a typical application scenario, 50 % coherence
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Fig. 2.5 Illustration of the WAVE protocol stack of DSRC networks

bandwidth is roughly in the order of 1 MHz, and 50 % of the coherence time
can be as short as 0.2 ms [19]. Then, a typical packet transmission period in
DSRC, i.e., approximately 0.5 ms with a packet size of 300 bytes, Quadrature
phase shift keying (QPSK) modulation, and a code rate of 1/2, is larger than
the coherence time. Moreover, the inter-spacing between two pilot subcarriers
defined in IEEE 802.11p, i.e., 2.4 MHz, is larger than the coherence bandwidth.
Thus, such a sparse pilot design is insufficient to accurately estimate the channel
state information. The only way is to improve the receiver performance at the
expense of implementation complexity;

• Channel congestion: When the Carrier sense multiple access (CSMA) mech-
anism is employed at the MAC layer of the DSRC network, the probability of
collisions increases rapidly with the number of vehicles in the network, resulting
in large end-to-end latency and low channel utilization [20]. Therefore, channel
congestion has to be dealt with so as to guarantee the QoS requirements of
vehicular services. One approach is to reduce the number of transmitters to within
the carrier sense range of each device [21, 22];

• Unbalanced link: Due to the different hardware configurations between the
Onboard Unit (OBU) in the vehicle and the Roadside Unit (RSU), the coverage
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areas of the OBU and RSU are obviously different, causing the so-called
unbalanced link problem. For example, the reliable radio communications range
from the RSU to OBU is up to 1,100 m, while the range from the OBU to RSU
is only up to 400 m. Thus, the OBU may commence data transmission after
moving into the broadcast range of an RSU, even at a distance that is too far for
the RSU to receive data from the OBU [23, 24]. Then, communications quality
deteriorates due to such “unbalanced links”; and

• Prioritization and service selection: This situation only arises in the overlapped
coverage area of multiple RSUs. When an OBU moves into such an overlapped
area, various services are provided by multiple RSUs. The OBU may create a
WAVE basic service set (WBSS) with the first RSU it detects. It may switch to
another RSU only if that RSU is advertising a service with a higher priority. If
the services from the other RSUs have lower priorities compared with the first
one, the OBU does not create a WBSS with any other RSUs, and may miss
any service channel messages or services offered by the other RSUs [23]. The
wildcard WBSS is an efficient method to resolve this problem. In the event of
overlapped coverage, an RSU can configure its basic service set identification
(BSSID) with wildcard BSSID, i.e., 0xFFFFFF, so that the OBUs already in a
WBSS can still receive frames, and do not miss any services offered by the other
RSUs which use the wildcard BSSID [11].

2.4 V2V Communications

V2V communications refer to direct connection between vehicles. It aims at
minimizing traffic accidents and improving traffic efficiency. Accidents caused by
slow vehicles or non-sight vehicles may be avoided by exchanging information
on velocity, acceleration, and vehicle status with neighboring vehicles. Extensive
investigations and trials on V2V have been carried out with the objective of
supporting traffic services, such as slow vehicle warning and abnormal vehicle status
warning [25]. In this subsection, two candidate techniques for V2V communications
are discussed in detail.

2.4.1 LTE D2D-Based V2V Communications

Device-to-device (D2D) communications underlaying a cellular network have been
proposed as a means of taking advantage of the physical proximity of commu-
nicating devices in LTE systems [26, 27]. In the D2D mode, user equipments
(UE) in close proximity can directly communicate with each other. As a candidate
technique supporting V2V in HetVNETs, D2D communications in LTE face several
challenges. Since D2D communications links share the same radio resources with
other links in the LTE network, interference is a major issue when employing



18 2 Architecture of Heterogeneous Vehicular Networks

D2D in HetVNETs. For example, in the FDD system, when a D2D link uses
downlink resources, the donor eNB may cause severe interference to the D2D
pair. Moreover, the interference from neighboring cells is another problem facing
D2D communications. On the other hand, if a D2D pair uses uplink resources, the
receiving end of the D2D pair may suffer strong interference from a cellular UE
using the same uplink resources.

Most D2D devices in LTE systems are usually static or of low-speed mobility.
However, vehicles usually move in medium or high speeds, which may severely
degrade the performance of D2D communications. Specifically, existing peer
and service discovery of D2D communications does not work well in vehicular
environments. In the D2D mode, before any two vehicles can directly communicate
with each other, they need to first discover the existence of its peer, which is a
time-consuming procedure. As specified in [28], the discovery period usually is set
to 1, 2, 5, or 10 s. Since the survival time of available connectivity between two
vehicles is very short in vehicular environments, it is very difficult for the existing
D2D discovery mechanism to meet the strict QoS requirements of safety services.
Taking as an example the safety user case of hard-braking warning, we assume that
two vehicles move at a speed of 120 km/h (i.e., 33.3 m/s) along the same direction
with an inter-vehicle spacing of 30 m. If the front vehicle starts hard-braking with a
deceleration of 4 m=s2 and the reaction time of the rear vehicle’s driver is about 1.5 s
[29], the time remained for message transmission is only around 3 s. Thus, in many
cases, the D2D discovery time is larger than that allocated for message transmission,
which is not acceptable for delivering safety messages with strict QoS requirements.

2.4.2 DSRC-Based V2V Communications

DSRC has been shown to be effective in supporting both safety and non-safety
services in V2V communications. Firstly, V2V communications usually employ a
decentralized approach, in which the network is autonomous and needs no external
infrastructure to organize itself. Secondly, since both entities in V2V communica-
tions are vehicles, there is no aforementioned “unbalanced link” problem in V2I
communications. Furthermore, V2V communications based on DSRC do not inter-
fere with cellular networks due to the use of different frequency bands. However,
there still exist several challenges for using DSRC in V2V communications [30–32].
For example, in a densely populated vehicular environment, collisions occur so
frequently attributed to the limitation of the CSMA mechanism that the overall
performance significantly deteriorates.
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2.5 Typical Application Scenarios

Each candidate technique for either V2I or V2V communications has its own
advantages and disadvantages. For different application scenarios in HetVNETs,
any candidate technique may be chosen according to their characteristics, and they
can work together with the aid of the HLL. Two examples are given below to
illustrate the applicability of HetVNETs to ITS services.

2.5.1 Urban Intersection Scenario

Figure 2.6 depicts a safety driving user case in an urban intersection scenario.
Under this scenario, DSRC is used for the communications between vehicles, i.e.,
V2V communications, while LTE is employed to provide connections between the
vehicles and the eNBs, i.e., V2I communications. The following cases (but not
limited to) have to be considered for safety driving in such an urban intersection:

• Collaboration between vehicle and eNB: Pedestrians and obstacles are detected
and reported to the eNB by vehicles or pedestrians. There are several methods to
report roadwork, obstacles, and accidents to the eNB [33]. The traditional method

busFire fighting 
truckNormal car

Bus 
scheduling

Emergency 
rescue

V2V IEEE 802.11p

V2I LTE

eNB

Fig. 2.6 Illustration of an urban intersection scenario
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is that the witness sends the information to the eNB. A new method of notification
may be like eCall [33], which is the most important road safety efforts made
under the European Union’s eSafety initiative. Based on the information (speed,
direction, or target destination) that is periodically sent by vehicles, the eNB
can predict mobility via some prediction algorithm, e.g., road-topology-based
[34] and behavior-based mobility prediction [35]. Then, in order to avoid traffic
congestion or accidents, the eNB can broadcast existing dead zones to the
vehicles that may go through its coverage area;

• Collaboration between vehicles: The front vehicle is able to inform the fol-
lowing vehicles of sharp stops, and thus avoids the rear-end problem. Moreover,
vehicles involved in a car accident may broadcast the occurrence of such an event
so as to prevent further collisions; and

• Traffic light management: The duration of a traffic signal can be intelligently
adjusted to pass high priority vehicles, such as fire-fighting trucks and buses.

2.5.2 Expressway Scenario

In the expressway scenario, there are generally two types of traffic flows, i.e., the
free and synchronized flows as shown in Fig. 2.7a and b, respectively. These two
vehicle flows may switch to each other.

a

b

V2V I2Vp11.208 LTE

Unicast

Cluster

Cluster head

Uplink

Downlink
Location-based 

Broadcast

eNB

eNB

Fig. 2.7 Illustration of an expressway scenario. (a) Free flow. (b) Synchronized flow
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• Free flow: In this flow, the number of vehicles in the HetVNET is small, and
the interactions among vehicles are infrequent. Therefore, vehicles move with
high speeds and the network topology changes rapidly so that the radio links are
unreliable. In this case, the mobile cellular network such as the LTE system is
preferred for V2I communications. However, in specific environments, e.g., in a
tunnel, the received signal from the eNB is not of high quality at the vehicles.
Then, the vehicles may help one another through multi-hop DSRC transmission
before connecting to the eNB eventually [36]; and

• Synchronized flow: The traffic density of a synchronized flow is much higher,
meaning that broadcast messages are likely to be flooded. Due to traffic jam,
vehicle speeds are low, and the random behavior of vehicles can be modeled by
a car-following behavior, meaning that the radio links among vehicles become
relatively static. With the aid of DSRC, clustering mechanisms may be an
efficient information dissemination method. The vehicles within the transmission
range of DSRC form a cluster, and a Cluster head (CH) is elected via a certain
algorithm. Then, on the V2I uplink, the CHs aggregate the data of their cluster
members before forwarding it to the eNB via LTE. In this way, the overall LTE
traffic can be reduced compared to separate transmissions by individual vehicular
users [37]. For the downlink, the multicast of the LTE network can be used to
distribute messages.

2.6 Summary

Since a single wireless communications network, either DSRC or LTE, cannot well
satisfy the QoS requirements of ITS services, we propose an HetVNET framework.
Several candidate techniques, e.g., DSRC and LTE cellular networks, are discussed
and summarized in Table 2.1. As can be seen from the table, LTE is much more
suitable for V2I communications than DSRC. On the contrary, DSRC is more
practical for V2V communications than LTE D2D. The collaborations between
heterogeneous networks are essential for HetVNETs.



22 2 Architecture of Heterogeneous Vehicular Networks

Table 2.1 Advantages and challenges of candidate techniques for the HetVNET

Communications LTE/LTE D2D DSRC

V2I Communica-
tions

Advantages:

• Large coverage
• Robust mechanisms for mobil-

ity management
• High downlink and uplink

capacity
• Centralized and flat architecture
• High-efficiency eMBMS

Challenges:

• Lack of efficient scheduling
schemes for ITS services

• Users in the idle state cause high
delays in disseminating mes-
sages

• Prone to overloaded in high
density environments

Advantages:

• Easy deployment and low costs
• Suitable for local message dis-

semination, i.e., traffic signal,
parking information, etc.

Challenges:

• Sparse pilot design
• Serious channel congestion

with a large number of vehicles
• Unbalanced link
• Prioritization and service selec-

tion
• Broadcast storm and hidden

node problems

V2V Communi-
cations

Advantages:

• High spectral efficiency
• High energy efficiency
• Efficient scheduling on D2D

resources

Challenges:

• Interference between D2D pair
and other users

• Peer and service discovery is
time consuming

• Serious performance degrada-
tion in high vehicle speed

Advantages:

• Easy deployment and low costs
• Ad-hoc mode
• Overhead of WSM messages is

low

Challenges:

• Sparse pilot design
• Serious channel congestion

with a large number of vehicles
• Adjacent band leakage in multi-

channel operations
• Broadcast storm and hidden

node problems
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Chapter 3
Efficient MAC Mechanisms for Heterogeneous
Vehicular Networks

The Medium access control (MAC) layer provides a variety of functions that support
the operation of wireless networking. In general, the (MAC) layer manages and
maintains communications between either vehicles or vehicle-to-infrastructure by
coordinating access to a shared radio channel and utilizing protocols that enhance
communications over a wireless medium. This chapter addresses several important
issues of MAC layer in vehicular networks, and focuses primarily on channel
access control and broadcasting mechanisms. This chapter is organized as follows:
Sect. 3.1 presents an overview of channel access protocols in vehicular networks
reported in the literatures. Then, the broadcast/multicast protocols are discussed
briefly in Sect. 3.2. Section 3.3 presents a location-based channel congestion control
mechanism. Finally, insights and discussions are given in Sect. 3.4.

3.1 Channel Access Protocols in Vehicular Networks

A vehicular network has to guarantee safety-related applications first before provid-
ing other data services. Safety-related applications, such as the collision avoidance
alert, urgent brake alert, and roadside hazards warning, require instant message
delivery with a short delay, which should not be interfered with non-safety related
applications. Therefore, DSRC with low end-to-end delay is preferred for use among
vehicles. One Control channel (CCH) is assigned to transmit critical messages, such
as safety warning, while six Service channels (SCHs) are used for various data
service applications, such as the point-of-interest notification, and map downloading
and updating [1]. Moreover, an efficient multi-channel MAC scheme is essential to
guaranteeing the QoS requirements of safety-related applications.
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3.1.1 EDCA in IEEE 802.11p

The EDCA mechanism is employed in DSRC based on IEEE 802.11p. It provides
a distinguishing distributed channel access mechanism to guarantee QoS require-
ments. Four Access category (AC)s are defined in order to support data traffic
with different priorities. The distinction between priorities is obtained by setting
the values of different parameters such as the Arbitration interframe space (AIFS),
minimum contention window (CWmin), and maximum contention window (CWmax)
for different ACs. AIFS is used to indicate the priority of the AC to access the
channel. The smaller the AIFS, the higher the chance of transmission. Meanwhile,
the Contention Window (CW) size can be selected within the range of CWmin �
CW � CWmax. The shorter the (CW) size, the higher the chance to access the
channel. Thus, the higher priority AC is assigned with a shorter CW size for a higher
probability of channel access, and the data can be possibly transmitted with lower
end-to-end latency.

EDCA is a typical (LBT) MAC mechanism. A vehicle has to sense the wireless
medium first until a free channel duration of AIFS is completed. If no busy
activity is detected in this duration, the transmission starts immediately. Otherwise,
a random backoff procedure is to be invoked. Then, the vehicle first randomly
generates an integer known as its Backoff Counter, which corresponds to the uniform
distribution over the interval Œ0; CW�. During the backoff process, carrier sensing
(physical&virtual) has to be performed all the time. The Backoff Counter decreases
by one as long as the medium is free for one time slot duration, i.e., Tslot. If the
channel becomes busy anytime during the backoff process, the Backoff Counter has
to be frozen until the channel is clear for an AIFS duration again. Once the Backoff
Counter is reduced to zero, a transmission can start immediately. Under the ideal
condition, collisions do not occur when multiple vehicles choose the same Backoff
Counter.

The CW is initially set to be CWmin and doubles itself each time the previous
transmission is unsuccessful. For example, a successful transmission is acknowl-
edged by a correct Acknowledgement (ACK) frame, until it reaches CWmax. Once
an entire frame is successfully transmitted, the CW is reset to the value of CWmin.
The two-fold growth mechanism of CW is to ensure the stable performance under
overloaded conditions. Another backoff procedure has to be invoked after each
transmission so that the transmitted frames from a vehicle are always separated
by at least one backoff interval. It can further reduce collisions when the traffic is
heavy [2].

3.1.2 Channel Switch in IEEE 1609.4

IEEE 1609.4 defines a management extension to the MAC that allows a system
with one or more radios to efficiently switch among them. As shown in Fig. 3.1,
channel switching is designed to support data exchanges involving one or more
switching devices with a concurrent alternating operation on the CCH and an SCH.
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Fig. 3.1 Illustration of the channel switch mechanism in IEEE 1609.4

This allows, for example, a single-PHY device access to high priority data and
management traffic during the CCH interval (CCHI), as well as high layer traffic
during the SCH interval (SCHI).

One second time is divided into an integer number of synchronization intervals.
As safety applications usually require a broadcast rate at about 10 Hz, thus a Sync
Interval is set to 100 ms, which is comprised of a CCHI and an SCHI, each lasting
for 50 ms in the alternating access mode. Vehicles are synchronized with Universal
Coordinated Time (UTC) obtained from sources like the Global Positioning System
(GPS). Accounting for the radio switching delay and timer drift among different
vehicles, a Guard interval (GI) exists at the beginning of every channel interval.
Once the GI reaches the end, usually 4 ms, data transmission may commence.
During the GI, no transmission is allowed and the wireless medium is declared
as busy to the MAC layer, thus to invoke a random backoff procedure after the GI
expires to prevent heavy collisions caused by multiple switching devices attempting
to transmit simultaneously at the end of a guard interval. However, when a large
number of vehicles have buffered data, heavy collisions are difficult to avoid.

As shown in Fig. 3.2, there are four types of channel accesses, i.e., the continuous
access, alternating access, immediate access, and extended access. The continuous
access option is rarely used, since it misses the information from either the SCH
or CCH. In the normal condition, the basic option, i.e., the alternative access, is
adopted. For services which need data intensive transmission, the extended access
becomes a better choice, since it improves the transmission rate of the SCH. The
immediate access is suited for emergency services due to its immediate switch
feature.

The existing channel access methods of IEEE 1609.4 suffer from a few draw-
backs, i.e., [3, 4],

1. Channel utilization degrades with the increasing number of vehicles, because
more collisions occur due to the CSMA-based MAC scheme adopted;

2. The round-robin concurrent channel switching scheme in IEEE 1609.4 may
cause the so-called start-of-interval collision flooding problem. During the CCHI,
OBUs that want to send IP data have to wait until an SCHI. Therefore, they tend
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to transmit messages at the beginning of the SCHI simultaneously, causing many
potential collisions;

3. Due to vehicle mobility, the hidden node problem is more severe with a dynamic
vehicular topology than in traditional static environments;

4. Frequent Request-to-send (RTS)/Clear-to-send (CTS) exchanges may result in a
relatively large overhead; and

5. Due to the limited communications time and the non-association strategy of
IEEE 1609.4, an OBU or RSU cannot maintain a status table of its neighbors,
making it very difficult and inefficient to implement node-by-node channel
access scheduling.

3.1.3 Improved Multi-channel Access Schemes
for Vehicular Networks

IEEE 802.11p/1609.4 provides only basic ways of multi-channel operations for
vehicular communications. Due to the above problems, much attention has been
paid to improve the access performance. In general, there are three types of
schemes for reducing the collisions of safety messages and improving data services
efficiency. Details are given as follows:
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3.1.3.1 Type I: Dedicated Time Slots

A typical scheme to make safety messages more reliable is to dedicate specific
resources to safety-related data [5]. For example, in dedicated multi-channel MAC
(DMMAC) [5], the channel access time is equally divided into multiple Sync
Intervals, each of which consists of a CCHI and an SCHI of the same length.
Unlike IEEE 1609.4, the CCHI can be further divided into an Adaptive broadcast
frame (ABF) and a Contention-based reservation period (CRP). Moreover, the ABF
consists of multiple time slots, which are dynamically reserved by an active vehicle
for contention-free delivery of safety messages or other control messages. The slot
reservation process is decentralized, similar to R-ALOHA. This provides collision-
free and delay-bounded transmissions for safety applications under various traffic
conditions.

3.1.3.2 Type II: Coordinator-Based

In dense traffic vehicular networks, a central coordinator managing the local
network, similar to the Point Coordination Function (PCF) in IEEE 802.11, can help
improve efficiency and performance. In [6], an RSU maintains several tables, which
contain information of vehicles associated with the RSU and service requirements
of these vehicles, and polls each vehicle one by one in a collision-free period during
the CCHI. A Multi-Channel Token Ring Protocol (MCTRP) is designed in [7]. The
founder, which initiates a ring, collects and broadcasts emergency messages to the
other rings, while a vehicle that wants non-safety data exchange has to wait until the
token is passed to it. In the Cluster-Based Multi-Channel Communications Protocol
(CBMCCP) [8], the elected CH functions as a coordinator to collect/deliver real-
time safety messages within its own cluster, and to forward consolidated safety
messages to neighboring CHs. A CH vehicle also controls channel assignment
for non-real-time data transmission. In another cluster-based MAC scheme dubbed
the Clustering-based Multi-channel MAC Protocol (CMMP) [9], the CH manages
the channel status and periodically broadcasts a channel usage list. Before data
transmission, each vehicle sends Request Channel Assignment (RCA) in the CCH
to the CH in order to obtain available channel resources, which is determined by the
CH in consideration of the received requests and channel usage condition.

3.1.3.3 Type III: Contention-Based

This type includes diverse contention-based MAC schemes. In order to reduce
collisions and increase channel utilization, the Multi-Channel Beaconing Service
(MCBS) is proposed, where the service period is divided into the collision detection
and collision avoidance phases [10]. Each vehicle sends beacons with a pre-defined
transmission interval specified by the lifetime of a beacon in the collision detection
phase. Upon receiving a beacon, each vehicle updates its neighbor table and
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calculates the probability of a collision. After identifying a potential collision risk,
the collision avoidance phase is invoked. In the second phase, it designs a dedicated
bi-directional communications process between vehicles. The main objective of the
MCBS is to provide benefits for the vehicles in critical situations without interfering
with the communications of their neighbors. In [11], the Enhanced multi-channel
MAC (EMcMAC) protocol is proposed, where Extended Transmission is designed
that allows nodes to extend their services in an SCHI to the CCHI. Safety messages
have to be transmitted twice. It greatly improves throughput while still guaranteeing
the dissemination of safety message. In [12], a CCH interval is further divided into
the safety and WAVE service advertisement (WSA) intervals. Parameters including
the CCHIs/SCHIs and the minimum contention window size are dynamically
adjusted to ensure high saturation throughput and prioritized transmission of critical
safety information. In addition, spacial diversity and cognitive radio techniques can
also be used to enhance channel utilization [13, 14].

3.1.4 Summary

Table 3.1 summarizes several MAC schemes for performance improvements in
latency and channel utilization for vehicular networks. Various protocols have
different requirements on the OBU, e.g., a Single Radio (SR) device or Multi-Radio
(MR) device. In a dense vehicular environment, the reservation and coordination
process may result in a considerable overhead with the Type I and Type II schemes.
On the other hand, with an increasing number of vehicles, collisions become more
severe for the Type III scheme.

Table 3.1 Summary of the improved multi-channel MAC protocols

Category Scheme Coordinated Ad-Hoc SR MR Directional Asyn Safety Non-safety

Type I DMMAC [5] –
p p

– – –
p

–
Type II MCTRP [7] –

p
–

p
– –

p p
CBMCCP [8]

p
– –

p
– –

p p
CMMP [9]

p
– –

p
– – –

p
Type III MCBS [10] –

p
–

p
– –

p
–

EMcMAC [11] –
p p

– – –
p p

QVCI [12] –
p p

– –
p p

–

VMMAC [13] –
p p

–
p p

– –

CROCS [14] –
p p

– – – –
p



3.2 Broadcast/Multicast Protocols 31

3.2 Broadcast/Multicast Protocols

Broadcast/multicast services are important in vehicular networks, e.g., road vehicle
safety, road navigation support, periodic beacon broadcast, emergency messages
dissemination, etc [1]. Therefore, efficient broadcast mechanisms are crucial to
minimizing the rate of accidents, enhance traffic efficiency, and improve the travel
experience of vehicular users.

Vehicular environments have their unique characteristics in comparison to other
wireless networking environments. In a vehicular network, power supply is abun-
dant and mobility trajectory is predictable, which are conducive to implementing
broadcast/multicast services [15]. However, there are also several performance-
limiting factors such as the large-scale network size, high mobility condition,
dynamic network topology, and unreliable connectivity [16].

3.2.1 eMBMS in LTE

LTE can support high-quality multicast and broadcast transmission via the eMBMS
functions in the CN and RAN [17]. It is capable of sending data only once to a set of
users registered to the offered service, instead of sending it to each node individually.
In the LTE system, the transmission of eMBMS data packets is coordinated among
a group of tightly synchronized cells, which transmit identical signals on exactly
the same time and frequency resources. The signals from these cells are combined
over the air, resulting in a strengthened signal. From the terminal perspective, all
signals appear to be transmitted from a single large cell. Such a transmission mode
is known as the MBMS single frequency network (MBSFN) operation [18].

The eMBMS can be one of possible solutions for the distribution of vehicular
services. Traffic management, safety-related and infotainment services can be more
efficiently supported by eMBMS in lieu of unicast. In order to guarantee reliable
multicast services to each MBMS subscriber, a conservative approach is used for
data rate selection. As a consequence, Adaptive modulation and coding (AMC) is
provided on a group basis, and the system performance is constrained by the user
with the worst channel condition, resulting in increased user dissatisfaction [19]. On
the other hand, efficient broadcast and multicast delivery of data may facilitate the
development of new services and reinforce the transmission capabilities of current
ITS services.

3.2.2 Challenges and Solutions for eMBMS in LTE

Challenges exist when applying eMBMS to message dissemination in HetVNETs.
Firstly, since service data are sent by multiple BSs, the propagation delay experi-
enced by the vehicular user may be large. To tackle this issue, an extended cyclic
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prefix is defined for the eMBMS configuration in LTE, in which only 12 instead of
14 Orthogonal frequency division multiplexing (OFDM) symbols can be transmitted
per sub-frame. Moreover, the LTE system is highly susceptible to Inter-carrier
interference (ICI) in high mobility scenarios due to large Doppler spreads. Thus, low
carrier frequency bands such as 800 MHz with relatively smaller Doppler spreads
are recommended for LTE supported vehicular services. On the other hand, due to
high mobility, vehicles frequently subscribe to and join in multicast services on a
per-user basis. Thus, the signaling overhead increases rapidly. In order to tackle this
issue, a dedicated MBMS carrier for downlink only transmission is proposed in [18].

3.2.3 Broadcast Protocols in DSRC

A DSRC system is designed for safety broadcast services. However, when vehicular
density is high, the successful message reception probability in IEEE 802.11-based
broadcast can be lower than 30 % under saturation conditions [20]. Thus, several
challenges remain for existing broadcast protocols to offer reliable and timely
services, i.e.,

3.2.3.1 Hidden Node Problem

The RTS/CTS handshake protocol is a mechanism proposed to overcome the hidden
node problem. However, broadcast packets have more than one destination, and
the RTS/CTS and ACK packets may cause packet storms at the transmitter. Thus,
the RTS/CTS handshake is not well suited for broadcast as it is conductive to a
more severe hidden node problem than unicast.

3.2.3.2 Fixed Size of Contention Window

The lack of an ACK mechanism causes inability in determining whether a message
delivery is successful or not. Thus, regardless of the delivery status, it is impossible
to change the CW size for broadcast once the original size is decided. This is
the major reason of congestion in broadcast, resulting in a significant reduction in
channel utilization [21].

3.2.3.3 Limited Lifetime of Safety Messages

In a vehicular network, beacons carry not only the broadcast information, but also
a vehicle’s status information. Thus, a beacon contains data from the OBU such
as the vehicle speed and location. Due to the highly dynamic network topology,
beacon messages are useful only for a limited period of time [22]. If such a
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message cannot be transmitted before the next beacon is generated, the information
it contains becomes invalid. Therefore, this brings in more strict requirements when
the broadcast mechanism is adopted in the vehicular network.

3.2.3.4 Broadcast Storm Problem

The broadcast storm is a well-known problem, caused by excessive retransmis-
sions [23]. In vehicular networks, this may happen when vehicles try to send
information packets relating to traffic events. To keep the information alive, each
vehicle receiving the messages attempts to flood or forward the same packets to all
the other vehicles within its coverage range via the CCH/SCH. This leads to large
end-to-end latency and low channel utilization. The circumstance becomes worse
when the vehicle density is high.

3.2.4 Improved Broadcast Protocols for DSRC

The main objective of broadcast protocols is to provide reliable packet transmission
with minimum latency, maximum throughput, and low communication overhead.
In accordance with the number of broadcast hops, broadcast protocols can be
broadly classified into one-hop broadcast and multi-hop broadcast protocols. They
can also be divided into centralized and decentralized broadcast protocols based on
the presence or absence of a centralized broadcast node. In this subsection, from
the viewpoint of factors that may impact on the forwarding decision, we classify
broadcast/multicast protocols into the following categories, i.e., road segmentation-
based, link-based, and threshold-based.

3.2.4.1 Road Segmentation-Based Method

Due to rapid network topology variation and node movement in vehicular networks,
it is difficult to determine which node is used to forward packets based only
on the topology. To tackle this issue, a multi-hop broadcast protocol, termed
Urban Multi-hop Broadcast (UMB) is proposed in [24]. This protocol assigns the
task of forwarding and acknowledging broadcast packets to only a single vehicle
by dividing the road portion inside the transmission range into segments, and
choosing the vehicle in the furthest non-empty segment without a priori topology
information. To guarantee the reliability of multi-hop broadcast, an ACK packet
is fed back to the forwarding vehicle, and a mechanism similar to the RTS/CTS
handshake is also employed to avoid collisions due to hidden nodes. However, there
is usually no Line-of-sight (LoS) link between the vehicles nearby the intersection.
To ensure broadcast in this situation, repeaters are installed at intersections to
disseminate messages omni-directionally [25]. In this way, packet delivery of high
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success and efficient channel utilization even with high packet loads are achievable
with a fully ad-hoc intersection broadcast mechanism. However, none of these
protocols have taken the link status into account when selecting the forwarding
vehicle.

3.2.4.2 Link-Based Method

Various factors such as the link status can be considered in choosing a forward
delivery node in multi-hop broadcast schemes, e.g., the Link-based Distributed
Multi-hop Broadcast (LDMB) scheme [26]. This forward scheme is completely
distributed without the need of any handshake. Each vehicle receiving an emergency
message first estimates its link status, and then calculates the waiting time before
forwarding this message. This scheme takes the link status into consideration, which
is concerned mainly with the distance between the sender and receiver, transmission
power, transmission rate, and vehicular traffic density. Compared with other multi-
hop broadcast protocols, LDMB offers similar performance in reliability while
enabling lower latency.

3.2.4.3 Threshold-Based Method

Aside from the link status, other factors such as speed deviation, message priority,
and vehicle density may also affect broadcast performance. A threshold can be
yielded using various functions to determine whether a node should forward the
broadcast message. In [27], a decision threshold function is designed, which
simultaneously adapts to the number of neighbors, the node clustering factor, and the
Rician fading parameter. In [28], vehicles make their own decisions to forward and
acknowledge received packets without a priori topology knowledge. The decision is
made according to the distance from the source, the received signal strength indica-
tor (RSSI) of messages, the speed deviation between the sender and forwarder, and
the priority of the received messages. However, the performance is still dependent
on vehicle density. To solve this problem, a stochastic broadcast scheme is proposed
in [29] as an efficient solution to the data dissemination problem. It instructs nodes
to rebroadcast messages with a retransmission probability. Unfortunately, choosing
a proper retransmission probability is not a simple task. Towards this end, the
similarity between stochastic broadcast and the theory of continuum percolation
is demonstrated, and the crucial percolation threshold (about 4.5 neighbors on
average) in continuum percolation is obtained. Then, the retransmission probability
is adjusted so that the apparent density of the network approaches the critical
threshold for ensuring greater success with minimum bandwidth.
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3.2.5 Summary

Reliable packet transmission with minimum end-to-end delay is the main challenge
for designing multi-hop broadcast schemes for HetVNETs. Besides, channel utiliza-
tion and signal overhead must be taken into account. Meanwhile, a variety of issues,
such as the hidden terminal and broadcast storm problems, need urgent attention.
In this subsection, we investigated some existing multi-hop broadcast protocols for
vehicular networks that are divided into three groups, i.e., the road segmentation-
based, link-based, and threshold-based methods, as shown in Table 3.2. Most
of the above protocols solve only part of these issues with some limitations.
For example, topology information is imperative for the road segmentation-based
method. However, accurate topology information is difficult to obtain in a vehicular
environment. A fast moving vehicle has difficulties in accurately estimating the

Table 3.2 Summary of broadcast protocols in vehicular networks

Broadcast Hand Typical
Category protocol shake Service deployment Feature

LTE eMBMS [18] eMBMS [18] � Safety and
traffic
efficiency
services

Highway,
urban

Centralized
architecture,
mobility
management,
high capacity, and
large coverage

DSRC Road-
segmentation-
based
method

UMB [24]
p

Not
mentioned

Urban,
nonline-of-
sight
intersection

Need repeaters
installed at the
intersection

AMB [25]
p

Not
mentioned

Urban,
nonline-of-
sight
intersection

Vehicle as
repeater at the
intersection

Link-based
method

LDMB [26] � Emergency/
safety
services

Not
mentioned

Link status is
considered

Threshold-
based
method

DADCQ [27] � Not
mentioned

Highway,
urban

Adaptive to node
density and
distribution,
channel quality

HMB [28]
p

Safety
services

Highway Passive forwarder
selection and
acknowledgment

Stochastic
broadcast [29]

� Not
mentioned

Not
mentioned

Adjust the
retransmit
probability
according to node
density
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link quality, which impacts on the performance of the link-based method. With
regards to the threshold-based method, vehicle density is a performance bottleneck.
Furthermore, the performance and problems when eMBMS is applied in vehicle
networks were also discussed. The signaling overhead due to frequent joining in
and leaving eMBMS services, and the large propagation delay caused by multiple-
eNBs coordinated broadcast have to be dealt with. How to take advantage of both
DSRC and LTE technologies while tackling these challenging issues remains a hard
“nut” to crack.

3.3 Location-Based Channel Congestion Control Mechanism

Since there already exist lots of reported studies on message dissemination in the
CCH [4, 30], we pay more attention to the SCH performances in this section. Due
to numerous non-safety applications in vehicular networks, frequent exchanges of
large packets are prevailing, which may lead to a high degree of network congestion.
Thus, the efficiency of channel access in the SCH is very crucial in V2I links. The
V2I communications based on IEEE 802.11p are usually under high-speed high-
density environments, e.g., hundred of vehicles moving at the speed up to 120 km/h
and communicating with the RSUs. Therefore, the existing channel access schemes
of IEEE 802.11p/1609.4 V2I links suffer from a few drawbacks [31, 32].

On the other hand, vehicular environments have their own characteristics that
can be exploited to improve the network performance. For example, the trajectory
of vehicles is usually fixed, and their location and speed information is accessible
through devices such as GPS. Therefore, we propose a location-based channel
congestion control mechanism in the MAC layer to enhance the access performance
in the SCH while keeping the backwards compatibility [33]. Vehicles are firstly
divided into groups with separate channel access time windows based on their
instantaneous location information, which greatly reduces the start-of-interval
collisions. The grouping method is based on the road section allocation determined
by the RSUs, thus no node-by-node time slot scheduling is required. Moreover, the
RSUs can also dynamically adjust the road section size to adapt to different traffic
load. Then, the vehicles with less time in the network have a higher priority, and thus
the overall system fairness is improved. The hidden node problem is also properly
solved because remotely apart vehicles are within different time windows.

3.3.1 Location Segmentation

The road within the coverage of an RSU is divided into N geographical sections as
illustrated in Fig. 3.3, denoted as S D fS1; S2; � � � ; Sng.The length of the sections are
L D fL1; L2; � � � ; Lng. A reference direction is chosen as the road driving direction,
which is indicated by the Reference Direction Arrow in Fig. 3.3. At any time, a
vehicle is in one of the sections.
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*EAW=Exclusive Access Window

Section #2

*EAW #1 EAW #2 ···EAW #3 EAW #N

EAP CAP
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... ...
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Section #1 Section #M Section #(N-1) Section #N

EAW #4

RSU Cloud

Fig. 3.3 Illustration of the location-based channel congestion control mechanism in V2I
communications

3.3.2 Improved SCH Intervals Structure

The SCHI is divided into two periods, i.e., an Exclusive access period (EAP)
and a Contention access period (CAP) with the time durations of TE and TC ,
respectively. In EAP, channel access complies with a Time-division multiple-access
(TDMA)/CSMA rule to spread out start-of-channel-access time, which will be
presented in detail later. In CAP, the vehicles whose transmissions failed in EAP
can compete the channel by using the EDCA defined in IEEE 802.11p, which can
either improve the fairness or provide urgent message dissemination.

The EAP is further partitioned into multiple Exclusive access windows (EAWs)
with the time duration denoted as W D fW1; W2; � � � ; Wmg. A vehicle is bound to a
specific EAW, in which it contends for data transmission, according to which road
section it currently belongs to.

3.3.3 Section-to-EAW Mapping

A mapping function from the road section, S to the EAW W, i.e., f W S ! W, is
designed to spread the attempting access time of vehicles aiming at reducing the
collisions. Previous research work has not taken the vehicles’ sojourn time in the
network into account. In V2I vehicular communications, as vehicles drive through
the RSU coverage area, the remaining communications time becomes less, and
thus data transmission for the vehicles in the front of the fleet is more stringent.
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Table 3.3 Example table of
section-to-EAWs mapping

EAW Index(W.i/) 1 2 3 4 � � �
Section Index(i) 1 N 2 N � 1 � � �

Thus, the essential idea behind this proposed MAC is to allocate the time window
according to the remaining time for vehicles to communicate in the network.
Generally, the vehicles in the leading position have less communications time left,
so they need to have a higher priority. We propose to assign sections further from
the RSU to the earlier EAWs in the SCHI. As there may be several parallel lanes
with opposite driving directions, we alternatively select the sections on the opposite
sides and map them to the sequential EAWs.

Assume that both the road and EAP are divided into N equal partitions. For
instance, if N is even, the section-to-EAW mapping function is given by

W.i/ D
�

2i � 1; i < N
2

C 1

2.N C 1 � i/; i � N
2

C 1
(3.1)

where i is the index of Section S, and W.i/ is the corresponding index of the
EAW W. Then, the mapping table is shown in Table 3.3. The RSU broadcasts
the information of the road sections, EAW partitions, and the mapping table in
the CCHI, by using a Vendor Specific Action frame with Exclusive channel access
(ECA), to all the nearby vehicles. Meanwhile, vehicles check and find their own
EAW according to the location and then employ proper channel access.

3.3.4 Modified CSMA/CA Scheme

When a massive number of vehicles exist in the fixed length SCHI, it is inevitable
that several vehicles are assigned to the same EAW. Here a modified CSMA/CA
scheme is applied for vehicles in the same EAW to contend for channel.

The vehicles within the same EAW are designated as the owners of this EAW,
while others are regarded as non-owners. As vehicles drive through different
sections, they are allocated into different EAWs. The basic rules of the channel
access mechanism in the EAP, dubbed ECA, are described as follows:

– Rule 1: A vehicle can only transmit in the specific EAW that it owns. In other
words, an EAW is exclusively used by its owners and restricted from access by
non-owners;

– Rule 2: The vehicles within an EAW use EDCA to contend for channel access. A
regular random backoff procedure needs to be performed when an IDLE channel
of the AIFS length is detected for the first time to avoid concurrent start-of-EAW
collisions; and

– Rule 3: The vehicles departing from the RSU are prioritized over those
approaching it. A vehicle can judge whether it is leaving or approaching the
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RSU by its moving direction and the relative position variation with the RSU.
The vehicles in section(s) close to the RSU are of the same priority. Those
sections are explicitly indicated in the ECA broadcast frame sent by the RSU
in the previous CCHI. The vehicles that are departing from the RSU have initial
contention window set to CWmin by default, while approaching vehicles set to
2CWmin � 1. In this way, vehicles with less communications time have a higher
priority than those have more time.

Since an EAP is slotted into multiple EAWs, the transmission may be across the
slot boundary, which can be used to increase channel utilization. When the basic
ECA rules are designed to spread out the potential collisions in dense networks,
they suffer from the loss of channel utilization in the case of low traffic load in the
network. Thus, an optional Prioritized exclusive channel access (PECA) scheme is
designed to tackle this problem, enabling non-owners to contend for channels. The
vehicle as the owner contend for channel access with the basic ECA scheme, while
that as the non-owner can perform the following steps:

– Step 1: It first listens to the channel from the start of an EAW until it detects a
free channel during the AIFS;

– Step 2: When the first AIFS free channel time is reached, it listens to the channel
for another CWmin duration. If any transmission is detected during the CWmin

period, it has to abort the transmission attempt in this EAW; and
– Step 3: When a clear channel of length CWmin is detected as stated in Step 2, it

may invoke a common random backoff procedure for data transmission with the
initial CW of 2CWmin � 1.

Since the PECA scheme is designed to improve channel utilization only in the
event of low traffic, it can be used unless the RSU explicitly enables it in the ECA
frame. The RSU may determine whether or not to enable it according to the network
traffic load monitored.

3.3.5 Frame Structure for ECA

A sample of the Vendor Specific Information Element [34], termed the ECA
element, is given in Fig. 3.4 to illustrate how the RSU broadcasts necessary
information in the proposed scheme. The EAP control field contains the information
about the EAP length and PECA capability. The EAW information field describes
what information comprises EAWs, e.g., the number, duration, and so on. The last
four fields formulate road sections information and the section-to-EAW mapping
table content. If the EAWs or road sections are unequally divided, the optional fields
in the dashed box may be needed. The RSU broadcasts the frame containing such
information element in the CCHI. Then, the vehicles decode it and perform channel
access in the SCHI as demanded.
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Element ID Length ECA
Content

Reference 
DirectionEAP Control Coverage 

Range
Sections 

InfoEAW Info Mapping Table

Unequal 
EAW

Unequal 
Sections

Organization 
ID

Fig. 3.4 Sample of ECA information element

The proposed ECA method is scalable as the section-to-EAW mapping is
completely carried out at the RSU side, which requires no node-by-node scheduling.
The hidden node problem is greatly alleviated since the vehicles in the same EAW
are geographically close to each other. Furthermore, as the RSU can monitor the
network traffic load measured by the collision ratio or data queue length, it can
dynamically adjust the number of road sections to achieve a stable performance.

3.3.6 Performance Analysis

Assume that vehicles in each lane move towards the same direction with the same
mean velocity v, passing the RSU along the two-lane road. The RSU has a coverage
area with a radius of RRSU. For simplicity but without loss of generality, vehicles
are uniformly distributed in one lane. The road is divided into several sections, i.e.,
S D fS1; S2; � � � ; SNg. When a vehicle leaves the RSU coverage from the end of
section S1, it is assumed to re-enter the road from the start section SN , or vice
versa. The main purpose of the proposed scheme is to deal with the start-of-
interval collision flooding problem. Therefore, our simulations are carried out in
a saturated condition, where all the vehicles always have packets to send with the
same packet length pL D 1000 bytes of the same AC. The perfect channel condition
is assumed in our simulations so that no transmission errors occur, similar to those
in [35, 36]. In our evaluation, the section size can be set to be 500, 200, 100, and
50 m, which results in the different numbers of sections and EAWs, i.e., 2, 5, 10,
and 20, respectively. The detailed simulation parameters are listed in Table 3.4.

Figure 3.5 plots the collision ratios of two channel access schemes, i.e., the one
defined by the default IEEE 802.11p MAC and the proposed one. It turns out that the
proposed scheme can greatly reduce the occurrence of collisions, especially when
the network becomes congested. For example, the collision ratio of the proposed
scheme with 20 EAWs is only less than 50 % of that of the default channel access
scheme. Moreover, with the increase in the number of road sections, i.e., shorter but
more numbers of EAWs in the EAP, collisions are inclined to drop. This is because
less vehicles are assigned to the same time windows contenting for channel access
with less collisions, when the EAW number increases. Although a larger number of
road sections lead to a less number of collisions, it cannot always be increased due
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Table 3.4 Simulation
parameters

Parameter Value

aSlotTime 10 �s

SIFS=AIFS 30 �s/50 �s

CWmin=CWmax 15/1023

RRSU 500 m

Packet load (pL) 1,000 Bytes

Data rate 3 Mbps

Vehicle velocity 80 km/h

Fig. 3.5 Performance comparison on the collision ratio

to limitations such as the vehicle length, car space, GPS precision, etc. Besides, as
the SCHI is usually fixed to 50 ms for each packet (1,000 bytes) and about 3 ms is
needed to send at the lowest rate, 20 EAWs are fairly large so that each EAW barely
holds a duration of per packet transmission time. Another important limiting factor
is due to the corresponding overhead to transmit in the ECA broadcast frame during
the CCHI.

The average packet delivery delay is also given in Fig. 3.6. The delay increases
drastically when the number of vehicles is too large. Compared with the default
channel access scheme in IEEE 802.11p, the proposed scheme can reduce the
average delay by 21 % due to less collisions.

Figure 3.7 compares the system throughputs of the two channel access schemes.
The proposed scheme is able to improve the system throughput. Vehicles do not
perform channel access simultaneously but in different time windows by using the
proposed scheme. As collisions in each small window is much less likely than
that over the entire interval, there will be more packets successfully transmitted,
attributing to the better throughput performance.
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Fig. 3.6 Performance comparison on the average packet delivery delay

Fig. 3.7 Performance comparison on the system throughput

3.3.7 Summary

To tackle the collision flooding problem caused by the CSMA/CA-based periodic
channel switch mechanism in the dense IEEE 802.11p/1609.4 V2I network, a
location-based TDMA/CSMA MAC scheme was proposed in this section. Vehicles
are divided into different channel access windows according to their geographical
locations, which help spread out potential packet collisions over the entire SCHI.
Forward driving vehicles, which have less communications time, are given a higher
priority for channel access to ensure time stringent transmission. The proposed
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scheme is scalable and may adapt to the current network traffic load. The hidden
node problem is also resolved since remote nodes have different access time
windows. Besides, the proposed scheme can be easily extended beyond the existing
IEEE 802.11p/1609.4 protocols. Simulation results demonstrated that our scheme
is able to outperform the default channel access scheme defined in IEEE 802.11p
MAC, both in delay reduction and system throughput improvement in dense
scenarios.

3.4 Insights and Discussions

Due to the co-existence of multiple wireless communications techniques in the
HetVNET, the integration of different MAC protocols and functions associated
different techniques is a challenging issue. As such, a new HLL is introduced
on the top of the MAC layers in different radio access systems to make these
layers work collaboratively. This new layer can jointly manage the radio resources
across a variety of systems, and balance the traffic among various networks. The
development of Network Function Virtualization (NFV) techniques provides the
feasibility to implement the HLL functions.

In an HetVNET, it is expected to have contention-based channel access mecha-
nisms as well as contention-free ones, which may depend on specific services, e.g.,
contention-free mechanisms for media download. Contention-based mechanisms
require no coordination, and thus are robust to network topology change and of
low overhead in the event of low or medium traffic loads. The contention-based
MAC is more suitable for local area services, such as abnormal condition warnings
and emergency vehicle warnings. On the other hand, the contention-free MAC
mechanisms possess the advantages such as the guaranteed QoS, high efficiency in
the presence of heavy traffic loads. They are more suitable for wide-area coverage
to all vehicles in a large-scale network. Therefore, an elegant trade-off between
the contention-free and contention-based channel access mechanisms needs to be
investigated in HetVNETs.

Another challenge in designing MAC in the HetVNET stems from the con-
tradiction between the strict latency requirement and the extra delay due to the
management across different systems. Such a problem becomes serious especially
in high mobility environments. To support safety-related services, the network
efficiency needs to be traded for reliability when studying new MAC schemes.

Since various emerging vehicular services have their own requirements, how to
guarantee appropriate levels of QoS for these services in the HetVNET becomes a
challenging issue. Each wireless communications technique in the HetVNET has
its specific features to support certain services. Then, all the radio resources in the
HetVNET can be jointly exploited through joint radio resource management in the
MAC layer.
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Finally, it is highly suggested that the characteristics of the specific application
scenarios in the HetVNET be taken into consideration, e.g., highway, platooning,
and so on. Such scenarios have different traffic and communication features, which
may raise new challenges to the design of MAC schemes.
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Chapter 4
Resource Allocation in Heterogeneous
Vehicular Networks

Vehicular networks are facing an overwhelming growth in data traffic demands
recently. However, radio resources in wireless networks infrastructures have not
been fully exploited, resulting in low quality of services for vehicle users. As
a result, efficient radio resource allocation schemes for HetVNETs are in urgent
demand. In this chapter, we first present a brief overview on radio resource
allocation in vehicular networks. Then, Sect. 4.2 presents a new content-based
resource scheduling mechanism. A Bipartite graph (BG)-based cooperative schedul-
ing scheme is also studied in Sect. 4.3, followed by concluding remarks of the
chapter in Sect. 4.4.

4.1 Related Work

There exists a plethora of existing studies on radio resource allocation reported
in the literature. Most studies aim at traditional heterogeneous networks, such
as LTE-based networks. In [1], the state-of-the-art on heterogeneous networks is
summarized, and a high-level overview of radio resource management for LTE
heterogeneous networks is given. Also, a flow-based framework is formulated for
the joint optimization of resource allocation and user association in heterogeneous
networks [2]. To deal with the unprecedented challenges imposed by 5G com-
munications ecosystems, emerging heterogeneous network architectures are able
to accommodate the integration between multiple radio access techniques [3].
A comprehensive mathematical method for real-time performance optimization is
also provided for heterogeneous cloud radio access networks in [3]. It strikes a
flexible balance between throughput and fairness. All these works provide valuable
insights into radio resource allocation in HetVNETs.
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Other approaches are based on the content that vehicular users request, i.e., the
content-based radio resource allocation schemes. They can well support efforts to
user classes, properties, and relationships concerning context information. In [4],
a novel approach is proposed to cluster the interests of car drivers, increasing
the lifetime of the interest group and the throughput of the V2V environment.
The essence of this approach is based on the ontology of the user interest. In [5],
the applications are firstly classified into different types according to their content.
Then, a novel Inter-vehicular communication (IVC) architecture is proposed to
adapt its functionalities to serving various applications, ranging from safety mes-
sages to entertainment information through granting different priorities to each type.

Meanwhile, cooperative communications are one of the most promising tech-
niques for improving the system performance in wireless communication networks.
It is able to reduce the transmission distance and to increase the number of users
under favorable channel conditions, leading to better channel quality and higher
throughput. This is highly desired in the HetVNET because each of the current
wireless technologies has its respective advantages and limitations. Due to the
differentiating characteristics and QoS requirements of ITS services, it requires
specific cooperative schemes to well support these services. The basic principle
of cooperative communications in the HetVNET is that a vehicular user can be
assisted by neighboring vehicles or the base station to improve its transmissions.
Cooperative mechanisms can enhance the overall performance compared to their
direct transmission counterparts. As such, a great deal of research has been
undertaken to study cooperative mechanisms in vehicular networks. For example,
inter-vehicle communications can be assisted by an RSU with Amplify-and-forward
(AF) relaying [6]. Cross-layer approaches for cooperative diversity networks are
also studied in [7, 8]. In this chapter, we give a short survey on cooperative
communications in vehicular networks from the viewpoints of both decentralized
and centralized control.

• Decentralized Cooperative Communications: In decentralized cooperative
schemes, there lacks a centralized coordinator (e.g., BS or RSU) to schedule the
communications links, select the relaying node, and manage the radio resources.
Usually a self-organized mechanism is employed, which takes node properties
into consideration so as to enable network self-organization. In [9], a novel
cooperation protocol is proposed, where the RSUs are enabled to maximize
the revenues. Through the cooperation, the RSUs can diversify the service data
that they transmit to their service vehicles, depending on the content-sharing
likelihood of the underlying V2V network connecting the vehicles. Also, another
cooperative communications scheme on link scheduling is proposed in cognitive
vehicular networks [10]. A Three-dimensional (3D) graph is used to characterize
the conflict of cooperative links. Then, a near-optimally solution is derived
through linear programming, which is effective in improving the end-to-end
throughput. Moreover, a novel protocol, dubbed the Vehicular cooperative media
access control (VC-MAC), is proposed in [11] in an effort way to facilitate
the cooperative communications in vehicular networks. Spatial diversity and



4.2 Content-Based Resource Scheduling Mechanism 49

user diversity are exploited to improve the system throughput and reduce
the vulnerability of wireless transmission by cooperative relaying Multiple
input multiple output (MIMO) schemes, which are investigated in [12]. The
performances of the throughput and energy consumption of cooperative relaying
MIMO are also compared with those of traditional techniques.

• Centralized Cooperative Communications: Centralized cooperative communi-
cations prove efficient in distributing and collecting data to support the ITS
services. In a centralized cooperative mechanism, a central node (e.g., BS or
RSU) has global control of the vehicles in its coverage area. Based on the
global information, a cooperative scheme, e.g., link scheduling and resource
allocation, can be derived. This allows for efficient utilization of radio resource
and avoidance of interference from other links. A novel centralized framework,
termed LTE4V2X, uses both IEEE 802.11p and LTE to collect data periodically
from vehicles, and send them back to the central server [13]. In the framework,
IEEE 802.11p is used to forward the data from vehicles to BSs cooperatively.
On the other hand, V2V communications are an emerging technology that can
enhance the connectivity in vehicular networks, and provide an efficient way
for cooperative communications among connected vehicles. Thus, an enhanced
connectivity scheme using V2V communications is proposed in [14], where
IEEE 802.11p is used for short range communications between vehicles, and
the LTE system is used for communications between the vehicles and BSs
over large range cellular links. In the event that V2I and V2V communications
work in the same frequency bands, the co-channel interference between V2I
and V2V communications can cause severe system performance degradation.
To tackle this challenging issue, beamforming can be used in conjunction with
the corresponding resource allocation scheme [15]. In this way, the co-channel
interference can be mitigated, resulting in improved overall system capacity.
Meanwhile, in order to effectively support ITS services, several new physical
layer techniques are introduced for cooperative communications in vehicular
networks [7, 8, 16].

4.2 Content-Based Resource Scheduling Mechanism

The predictable delay in contention-based mechanisms such as CSMA in IEEE
802.11p poses great challenges to guaranteed QoS, particularly to providing reliable
broadcast support in a congested condition. Thus, a TDMA-based slotted MAC
protocol may be employed to share the radio resources in vehicle communication
networks.

According to the analysis of user convergence behaviors, multiple vehicles in the
same highway region within a short time interval share a common interest in certain
applications, such as map download, parking payments, automatic tolling services,
collision warning ahead, etc. However, in the DSRC system, safety messages
and some traffic management messages are broadcast in the CCH, while most
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Fig. 4.1 Illustration of a highway scenario

infotainment services are unicast in the SCHs. Such unicast transmission on the
SCHs inevitably causes some waste of radio resources, since duplicated contents
may be transmitted independently to different requesting vehicles. To solve this
problem, the traffic is suggested to be firstly classified into two types according
to content similarities, i.e., either shared traffic with the same content or dedicated
traffic with different content [17]. Then, these two types of traffic are either
broadcast or unicast. The performance of this content-based resource scheduling
mechanism can be analyzed by virtue of queueing theory.

4.2.1 System Model

A highway scenario with one lane for one direction is illustrated in Fig. 4.1, where
downlink communications are under consideration. The RSU has the transmission
range S with a radius of R0, where N vehicles are served. Without loss of generality,
the vehicles are assumed to be distributed uniformly with an equal headway d0

between any adjacent pair with the same and constant velocity.
The average received Signal-to-noise radio (SNR) of a vehicle varies due to the

variation of its distance away from the RSU. So, one needs to firstly compute the
distance distribution of vehicles from the RSU in the coverage area, which can then
be used to analyze the location/time-averaged transmission rate of vehicles. A list
of important notations in our model is summarized in Table 4.1. It is noted that one
vehicle is regarded as one user in our analysis. Moreover, subscripts � and b denote
unicast and broadcast transmission, respectively.

4.2.1.1 Unicast Transmission

A coordinate axis with the origin point O is established, which is the intersection
point of the mid-perpendicular from the RSU to the road and the middle line of the
road. l and r denote the actual distances from the vehicle to the RSU and to point O,



4.2 Content-Based Resource Scheduling Mechanism 51

Table 4.1 Notation and assumptions

Expression Meaning

h The height of RSU

d The vertical dimension between the RSU and the road

R Equivalent coverage radius of the RSU on road

R0 Coverage radius of the RSU

d0 Distance between two adjacent vehicles

N Number of vehicles in the coverage of the RSU

O The intersection point of d and the middle line of the road

respectively. Since all the vehicles are uniformly distributed on the road and each
moves at the same constant speed, the distance r follows a uniform distribution, i.e.,

f .r/ D 1

2R
; �R � r � R: (4.1)

Through geometric calculation, the Probability density function (PDF) of the
distance between the vehicle and the RSU can be shown as

f .l/ D l

2R

p
l2 � d2 � h2; (4.2)

where l 2
hp

d2 C h2;
p

d2 C h2 C R2
i
.

4.2.1.2 Broadcast Transmission

The transmission rates for unicast and broadcast transmissions are different. The
unicast transmission rate depends on the specific channel condition of the only
scheduled vehicle, while the QoS requirements of all the other vehicles in broadcast
transmission have to be jointly guaranteed. So, the vehicle with the worst channel
condition needs to be analyzed when computing the broadcast transmission rate.
Moreover, since the average SNR depends mainly on the large-scale fading
prorogation, the farthest vehicle from the RSU has the worst channel condition
in most cases. However, it is very difficult to identify the farthest vehicle from
the RSU instantaneously, when all the vehicles are in constant movement on the
road. Therefore, for brevity of exposition, the transmission boundary of the RSU
is adopted when computing the broadcast transmission rate. The accuracy of such
approximation is acceptable when the headway between vehicles is small.
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Fig. 4.2 Illustration of the traffic model

4.2.2 Traffic Model

The scheduler in the RSU contains two kinds of finite buffers, i.e., N unicast buffers
and one common broadcast buffer, as shown in Fig. 4.2. In one time slot, after a
content similarity analysis, the packets for broadcast transmission are pulled into
the broadcast buffer, while the unicast transmission packets are stored into the
corresponding unicast buffer through packets dispatching. Wireless resources are
distributed by the scheduler. After a packet is sent over, it is cleared from the user
queue. The traffic arrival process of the nth vehicle is modeled as a Poisson process
with a mean arrival rate of �n. So the number of packets arriving at the RSU from
the nth user during the vth time slot can be denoted by an integer kn .v/, and its
probability distribution is given by

P fkn .v/ D mg D .�nTS/m

mŠ
e��nTS ; (4.3)

where TS denotes the length of the time slot. The size of the mth packet is
exponentially distributed as follows:

PfF.m/ � ag D 1 � e�a= NF ; 8a > 0; (4.4)

where F.m/ is the length of the mth packet, and NF D EŒF.m/� is the average size of
user packets. Without loss of generality, all the users share the same arrival rate and
broadcast proportion, so that �n can be replaced with �. ˇ is defined as the broadcast
proportion of each user in the total traffic. According to the stochastic decomposition
theorem of the Poisson process [18], the shared and dedicated traffics also follow
two Poisson processes with arrival rates �b D ˇ� and �u D .1 � ˇ/ �, respectively.
Compared to the case without traffic classification, the equivalent arrival rate of the
total system is reduced to .N � 1/ ˇ� approximately.
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Fig. 4.3 Illustration of the TDMA frame structure

4.2.3 Analysis on Contented-Based Scheduling Scheme

4.2.3.1 Scheduling Scheme

As shown in Fig. 4.3, the channel access duration can be divided into synchroniza-
tion intervals with a constant duration. One synchronization interval consists of a
CCHI (Tc) and a SCHI (Ts) of the same length [19]. To work effectively, the SCH
is separated into time slots of equal size. Some time slots are used for broadcast
traffic, which is called the broadcast interval with a duration of Tb. Other time slots
constitute unicast interval with the duration of Tu, which are dedicated to unicast
traffic. The ratio of the broadcast and unicast intervals can be dynamically adjusted
in accordance with the varying traffic broadcast to a variety of users. Since our
interest is to improve the throughput performance of non-safety traffic, the analysis
is focused only on the SCHI.

First come first serve (FCFS) is a simple allocation policy, which serves users
according to the order of resource requests. All the channel resources are allocated to
the user, whose data are stored at the beginning of the buffer. The users arriving later
have to wait until the preceding users are served. For the sake of analysis, the Round
Robin (RR) scheduling is assumed for the fair sharing of resources among users,
where the channel resources are allocated to each user circularly. When the length
of a time slot becomes infinitely short, all the users will be served by the scheduler
simultaneously. Prior to the queueing performance analysis, the average service rate
is first derived.
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4.2.3.2 Average Service Rate

On the downlink of a V2I communications system, the instantaneous SNR of the
nth vehicle on the kth subcarrier can be shown as

�
.n/

k D ˚n.l/�.n/
k D PTl�ejjH.n/

k jj2
�2

N

; 1 � k � K; (4.5)

where K is the number of subcarriers the nth vehicle occupies, and �2
N is the noise

power of the Additive white Gaussian noise (AWGN). ˚.n/.l/ D PTl�e=�2
N is the

large-scale channel fading gain determined by the location of the vehicle, in which
PT is the transmission power of the RSU, and e is the path loss exponent. �

.n/
k D

jjH.n/
k jj2, where H.n/

k denotes the fast fading channel gain of the kth subcarrier of the

nth vehicle, modeled as H.n/
k � CN.0; �2/1 with �2 D EŒjH.n/

k j2�. Correspondingly,
the achievable data rate of the kth subcarrier of the nth vehicle is given by

C.n/
k D Wk log2.1 C �

.n/
k /; (4.6)

where Wk is the bandwidth of each subcarrier. C.n/
k is location-dependent and time-

varying. Then, NC.n/
k D ELŒET ŒC.n/

k �� is used to denote the location and time-averaged
transmission rate on the kth subcarrier of the nth vehicle, where EL Œ�� and ET Œ��
indicate the expectations of the location and time, respectively. Next, the average
transmission rate can be given by

NC.n/
k D ELŒET ŒC.n/

k ��

D ELŒET ŒWk log2.1 C �
.n/

k /��

D WkELŒET Œlog2.1 C ˚.n/ .l/ �
.n/
k /��

D Wk

Z p
d2Ch2CR2

p
d2Ch2

Z C1

0

log2.1 C PTl�˛

�2
N

�
.n/
k /

� f .�
.n/
k /f .l/d�

.n/
k dl;

(4.7)

where f .�
.n/
k / is the probability density function of fast fading �

.n/
k . When the

bandwidth per subcarrier is narrow enough, the channel in each subcarrier can
be regarded as a flat Rayleigh fading one. Then, the fading coefficient follows an
exponential distribution as follows:

f .�
.n/
k / D exp . � �

.n/
k / ; 1 � k � K: (4.8)



4.2 Content-Based Resource Scheduling Mechanism 55

Next, the total average transmission rate of the RSU for the nth vehicle which
occupies all the subcarriers is given by

NC.n/ D
KX

kD1

NC.n/
k : (4.9)

Vehicles in the system may undergo the same communications process when they
pass by the RSU. That is, they start transmission once entering the coverage area of
the RSU, and stop transmission when leaving the coverage area. They experience
the same location and similar channel state variation. So, we can use NC in lieu of
NC.n/ to express the average statistical transmission rate of an arbitrary vehicle. The
average unicast transmission rate of the RSU for each vehicle can be given by

NCu D Tu

Tu C Tb

NC: (4.10)

Similarly, the average broadcast transmission rate can be expressed by

NCb D Tb

Tu C Tb

NC0

; (4.11)

and

NC0 D
KX

kD1

Wk

Z C1

0

log2.1 C PTL�e

�2
N

�
.n/
k /f .�

.n/
k /d�

.n/
k ; (4.12)

where L D
q

R2
0 C d2.

Therefore, the average service rates of unicast and broadcast can be computed,
respectively, i.e.,

uu D
h

F
NCu

i�1 D NCu

F
; (4.13)

ub D
h

F
NCb

i�1 D NCb

F
: (4.14)

4.2.3.3 Queueing Performance Analysis

Considering that the traffic arrival process follows a Poisson distribution, both the
broadcast and the unicast queueing systems can be modeled as an M/G/1 system.

(1) Unicast Transmission

The unicast transmission mode can be modeled as a Processor sharing (PS) queueing
system, when the RR algorithm is employed to schedule vehicles [20]. The average
queue length and the delay of each packet in the M/G/1 system are consistent with
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those of M/M/1-PS [20]. According to existing results on the PS model with a state-
dependent service rate [21, 22], the average queue length, delay and throughput of
the unicast system can be given by

NQu D 	u

1 � 	u
D �u

�u � �u
; (4.15)

N
u D
NQu

�u
D 1

�u � �u
; (4.16)

N�u D NF= N
u D NFŒ�u � �u�; (4.17)

where 	u D �u=�u, which represents the unicast traffic load of the network.

(2) Broadcast Transmission

The broadcast queueing system behaves like an M/G/1-FCFS system, when the
FCFS algorithm is employed to schedule vehicles. Thus, the average queue length
and delay are influenced by the distribution of the service time. A parameter W is
introduced which is related to the instantaneous service time T and the standard
deviation �T of the shared traffics, with W D 1

2
Œ1 C .�T =T/2� and T D F=Cu [20].

Then, the average queue length, delay and throughput of the broadcast system can
be given by

NQb D 	b C 	2
bW

1 � 	b
; (4.18)

N
b D 	2
bW

1 � 	b
; (4.19)

N�b D NF= N
b D NF.1 � 	b/=	bTsW: (4.20)

where 	b D �b=�b, which represents the broadcast traffic load of the network.

4.2.4 Performance Analysis

In this section, simulations are carried out to verify the theoretical results and
to evaluate the performance of the proposed scheme. The RSU usually has high
processing capabilities, so the time for analyzing and classifying traffic is negligible
compared with that of data transmission. ˛ is used to denote the broadcast
proportion of the channel resources, and is fixed to 0.4. The average packet arrival
rate of each vehicle is 6 s�1. Detailed simulation parameters are listed in Table 4.2.
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Table 4.2 Simulation
parameters

Parameter Value

Carrier frequency 2 GHz

Bandwidth 10 MHz

Radio range 300 m

MAC scheme TDMA

Channel model Rayleigh Fading

Slot length 1 ms

Proportion of broadcast resources(˛) 0.4

Arrival process Poison process

Average arrival rate 6 s�1

Average packet length 300 kbit

Vehicle speed 15 m/s

Fig. 4.4 Delay comparison of the theoretical and simulated results

As shown in Fig. 4.4, it is obvious that the analytical results agree well with
their simulated counterparts. Meanwhile, FCFS scheduling scheme has better delay
performance in comparison with the RR scheduling scheme.

In order to investigate the effect of the ratio between the shared and broadcast
traffic on the system performance, four cases are considered, i.e.,

– Case 1: No traffic classification, unicast transmission for all data traffic, set as
the reference scheme;

– Case 2: Traffic classification is employed, proportion ˇ of the traffic is
broadcast, the remaining portion is unicast, and ˛>ˇ D 0:2;

– Case 3: Traffic classification is employed, and ˛Dˇ D 0:4;
– Case 4: Traffic classification is employed, and ˛<ˇ D 0:6.
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Fig. 4.5 Delay comparison

The delay performance of the four cases is given in Fig. 4.5. For shared traffic,
the delay rises slightly with the increasing of ˇ due to the growing shared traffic.
However, it remains approximately the same irrespective of the number of vehicles
in the system through reusing the network resources, which is the exact advantage
of the broadcast transmission mode. Compared with the shared traffic, it is more
complex about the cases of the dedicated traffic. In Case 1, all traffic is transmitted
without difference using all the channel resources provided by the RR scheduler.
Unlike Case 1, the unicast traffic can only be transmitted during the unicast slots
that account for 60 % of the channel resources available in Cases 2–4. Thus, if one
packet does not complete transmission in one frame, its entire transmission delay
may be added to the next broadcast interval. This kind of delay can be mitigated
when the length of the delayed frame becomes shorter and the average packet length
becomes smaller, although the delay cannot be eliminated completely.

The delay performance of Case 2 is always inferior to that of Case 1. Apart
from the additional delay mentioned above, there is another reason that 80 % of
the dedicated traffic is transmitted on 60 % of the resources, so that the equivalent
unicast arrival rate per unicast scheduling slot increases by 30 % compared with the
reference case. In Case 3, a small gap also exists compared with the reference in
terms of delay when the number of the vehicles is under 35, although the equivalent
unicast arrival rate per unicast scheduling slot is the same as that of the reference
case. When ˛<ˇ in Case 4, the problem of the short unicast interval also exists.
However, the equivalent unicast arrival rate is smaller. Therefore, compared with
Case 1, the delay performance improves when the number of vehicles is creased to
25 and over.

Figure 4.6 shows the average throughput performance of each user, which
includes both the unicast and broadcast performances. When employing the traffic



4.3 Bipartite Graph-Based Cooperative Resource Allocation Mechanism 59

Fig. 4.6 Average throughput comparison

classification scheme, the throughputs of Case 2, 3 and 4 are higher than that of Case
1, when the number of vehicles exceeds 20, 13, and 10, respectively. Moreover, the
larger the ˇ is, the greater the increase, and the descent slope of the throughput in
Case 1 is the fastest.

4.3 Bipartite Graph-Based Cooperative Resource
Allocation Mechanism

VE close to the base station may enjoy a favorable channel quality resulting in high
data rates. However, the others far away from the BS can only have much lower
data rates due to poor radio links. To tackle this challenge, a cooperative relaying
mechanism among neighboring vehicles is desired to be established for V2V
communications. Due to the broadcast nature of the wireless channel, intermediate
nodes are able to receive the transmitted signals, but only some of them take part in
cooperative relaying. The problem we face is how to determine non-cooperative or
cooperative transmission for each VE, and how to schedule VEs in proximity to the
BS to help others. In this section, we investigate these cooperative relaying problems
in cellular-based vehicular networks with V2V communications by proposing a new
graph-based approach [23]. Most existing graph-based resource scheduling methods
fall under two categories, i.e., (1) graph coloring [24–27]; and (2) maximum
weighted matching (MWM) in a weighted bipartite graph [28]. This paper focuses
on the latter one, which is relatively less well-investigated.

In this section, we employ graph theory to formulate the problem of scheduling
the V2I and V2V links in vehicular networks. Due to the tree structure of a
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relay network, a feasible approach is to solve the spanning tree of a complete
graph, which contains all the possible links in the network. However, this brute-
force approach results in intractable computational complexity owing to exhaustive
search. Therefore, we propose a BG bipartite graph (BG)-based scheduling scheme,
consisting of the following three stages: (1) construct the weighted bipartite graph;
(2) solve MWM; and (3) optimize the number of relayed VEs. More specifically,
we first construct a bipartite graph by grouping the VEs with one subset containing
the 1-hop VEs, and the other subset comprising the 2-hop VEs. The edges are
weighted according to the capacity of the links between VEs. Then, we use the
Kuhn-Munkres (KM) algorithm to solve the MWM problem of the constructed
bipartite graph. Through stages (1) and (2), one can obtain an optimized solution of
the link arrangement in the vehicular network according to certain separation of the
VE set. And at stage (3), a search algorithm, such as binary search or golden section
search, can be employed to find the optimal separation, through repeating stages (1)
and (2) [29]. The proposed BG-based scheme leads to a much lower complexity than
the exhaustive search for the optimal solution, and can be demonstrated to perform
extremely close to the optimal one. In addition, it provides better fairness among
VEs, and can improve the data rates of the VEs under poor channel conditions.

4.3.1 System Model and Formulation

Figure 4.7 illustrates a wireless network with N VEs on an urban road for downlink
transmission under consideration in this chapter. Each VE can play a different role
of communications in the network. Similar to the normal UE in LTE networks, a
VE has the ability to establish a direct link with the BS. Meanwhile, VEs can help
each other to forward data or not, depending on their own channel conditions and
network requirements. Therefore, the communications between the VEs and BS can
be established either directly (i.e., 1-hop) or via 2-hop cooperation. Relaying should
occur only when it can improve the end-to-end throughput or the coverage.

4.3.1.1 1-hop Communications

In infrastructure-based LTE networks, communications via a direct link between
a VE and the BS, i.e., the V2I link, are based on the LTE specification [30].
The entire radio resources are divided into resource blocks (RBs) along the time
and/or frequency domain. Users share all the RBs through a scheduling algorithm.
For simplicity, the RR algorithm is used to evenly distribute the RBs to each V2I
link. Assume that there are KB RBs available for the downlink transmission in the
network. Thus, the achievable rate of the ith V2I link in cell B is given by
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Fig. 4.7 Illustration of 1-hop and 2-hop communications with the V2I and V2V links in a
vehicular network

�B;i D NI log2

 
1 C ˇB;iPB;iPNC

mD1;m¤B ˇm;iPm;i C �2
N

!
; (4.21)

1 � i � N;

where NI is the floor value of KB=N, i.e., NI D bKB=Nc, NC is the number of cells
occupying the same radio resources, Pm;i is the transmit power from the BS of cell
m on the ith V2I link, ˇm;i is the path loss attenuation factor from the BS of cell m to
the ith V2I link user, and �2

N is the noise power of the AWGN. The transmit power
is assumed to be the same for all the V2I links, i.e., Pm;i D PT ; 1 � m � NC; 1 �
i � N.

4.3.1.2 2-hop Communications

When a VE is far from the BS, its data may be forwarded by another VE in
proximity to the BS via out-of-band relaying communications using the IEEE
802.11p specification at a higher frequency band [31]. For ease of exposition, the
VE that needs relay assistance is termed the destination vehicle (DV), while a Relay
vehicle (RV) is one that can help its destination vehicle. In order to avoid a high
signaling overhead and scheduling complexity, we assume that one RV can help only
one DV at a time and vice versa. For 2-hop communications, data communications
between the BS and the DV involve both the V2I and V2V links. Assuming
that Decode-and-forward (DF) relaying is applied at the relay vehicle [32], the
equivalent achievable data rate of 2-hop transmission can be given by

minf�B;i; �i;jg; 1 � i; j � N; i ¤ j; (4.22)
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where �i;j is the achievable data rate from the i-th relay vehicle to the j-th destination
vehicle. Under the assumption that KV radio resource units are allocated to L V2V
links by RR, �i;j can be expressed by

�i;j D NS log2

 
1 C

Q̌
i;j QPi;j

Q�2
N

!
; 1 � i; j � N; i ¤ j; (4.23)

where NS is the floor value of KV =L, i.e., NS D bKV =Lc, QPi;j is the transmit
power from the i-th relay vehicle to the j-th destination vehicle, Q̌

i;j is the path loss
attenuation factor from the i-th relay vehicle to the j-th destination vehicle, and Q�2

N
is the noise power of the AWGN of the V2V link. The transmit power is assumed to
be the same for all the relay vehicles, i.e., QPi;j D PC; 1 � i; j � N; i ¤ j.

4.3.1.3 Problem Formulation

The links in a wireless vehicular network involving both 1-hop and 2-hop trans-
mission lead to a complicated topology. For optimal link scheduling in vehicular
communications, a graph-based problem formulation is presented in the sequel.

Based on a given network topology, we can first construct a link graph
G D .U; E/. The vertex set U denotes the communication nodes, i.e.,

U D fuBg [ U0 D fuBg [ fuiji D 1; 2; : : : ; Ng; (4.24)

where uB and ui represent the BS and VE i, respectively, and U0 is the set of the
VEs. Thus, there are jUj D N C 1 vertexes in graph G. E is the set of all the links
that may be established and that includes not only the edge set EB of the V2I links
but also the edge set EV of V2V, i.e.,

E D EB [ EV (4.25)

D feB;iji D 1; 2; : : : ; Ng [ ˚
ei;jji; j D 1; 2; : : : ; N; i ¤ j

�
;

where eB;i denotes the edge from uB to ui, and ei;j is the edge from ui to uj. Each
edge in G is associated with a weight, dependent on the transmission capacity of the
link, i.e.,

w.eB;i/ D �B;i; eB;i 2 EB; (4.26)

w.ei;j/ D minf�B;i; �i;jg; ei;j 2 EV : (4.27)

It is noted that the resources of the V2I links are first evenly allocated to all
the mobile nodes either by 1-hop or by 2-hop communications. If one node helps
another one as a relay vehicle, it may use the V2I resources allocated to both itself
and its assisted node. The destination vehicle communicates with its relay vehicle
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a b

Fig. 4.8 An exemplary link graph and its spanning tree in a 4-VE network: (a) All-connected
graph G, (b) Spanning tree T

using the V2V link. Hence, no data rate loss of a relay vehicle is caused due to
relaying because it has been assigned extra radio resources for relaying. Moreover,
if the date rate of a destination vehicle with 2-hop transmission as defined in (4.27)
is higher than that with 1-hop transmission, the throughput gain can be achieved by
cooperative relaying.

Graph G is complete since each ui is connected with uB by eB;i, and any pair of
nodes are linked by ei;j. A practical and feasible 2-hop vehicular network topology
is represented by a tree structure T D .U; M/, namely a spanning tree, which is a
subgraph of G. The root node of T is uB, i.e., the BS. There may be various spanning
trees of G, each of which contains all the nodes in G but without any cycles.

For the purpose of illustration, Fig. 4.8 gives a simple example of the spanning
tree of a complete graph corresponding to a network with only four VEs. We
add some additional constraints for the spanning trees in vehicular networks in
consideration of the power consumption and timing sequence complexity. The first
constraint imposes that any VE must connect to its transmitter, being either the BS
or a relay vehicle. One destination vehicle can receive data forwarded by only one
relay vehicle, which has a V2I link to the BS. The second one implies that a VE can
help at most one another vehicle, acting as a relay. The last one limits the number
of relaying hops, i.e., at most two hops. Corresponding to Fig. 4.8a, one possible
spanning tree is shown in Fig. 4.8b. Vertexes u1, u2, and u4 represent the VEs which
establish direct communications with the BS using the V2I links. The destination
vehicle denoted by u3 communicates with the BS through 2-hop links, including the
V2I and V2V links, with the aid of RV u2.

Therefore, the additional constraints of a allowable spanning tree T of the
complete graph G are summarized as follows:

• The in-degree of each ui .i D 1; 2; : : : ; N/ is limited to be 1;
• The out-degree of each ui .i D 1; 2; : : : ; N/ is no more than 1;
• The depth of the spanning tree is no more than 3.
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Let M be the set of edges in tree T, where M � E. The edges in M stem from
both the V2I and V2V links, i.e., M D MB [MV , where MB and MV are the subsets
of EB and EV , respectively. It is clear that the vertexes in T are identical to those
in G. Then, we can rewrite the vertex set as U D fuBg [ UB [ UV , where UB is
the set containing the nodes connected to uB, and UV is the set containing the nodes
linked to those in UB. Due to the characteristics of the tree structure, the number of
the edges in T can be easily obtained as jMj D N. On the other hand, the number
of the destination vehicles using the V2V links is jMV j D L.

With the given spanning tree T, the total achievable downlink data rate of the
network for all the VEs can be computed with the knowledge of the weight of each
edge as follows:

W D WB C WV D
X

eB;i2MB

w .eB;i/ C
X

ei;j2MV

w
�
ei;j
�
: (4.28)

Apparently, different topologies of T result in different sum rates. In other words,
by properly selecting the edge set M of T, the maximum sum rate (MSR) can be
obtained for the network. Then, the problem can be formulated into the following
optimization function:

QM D arg max
M�E

fWg (4.29)

D arg max
M�E

8<
:
X

eB;i2MB

w .eB;i/ C
X

ei;j2MV

w
�
ei;j
�
9=
; :

To the best of our knowledge, the optimal solution to problem (9) can only be
found via exhaustive search. In the network with N VEs, there are N edges in EB,
and N .N � 1/ =2 edges in EV . We can calculate the number of enumerations as
follows:

• First, we choose n destination VEs from N vehicles that receive data with 2-hop
communications. The number of possible combinations is Cn

N . The number of
destination vehicles is smaller than that of relay vehicles because one relay
vehicle can forward to no more than one destination vehicle, i.e., 0 < n � bN=2c;

• Then, we select n relay vehicles from the rest .N�n/ VEs to help the n destination
vehicles. The number of permutation is An

N�n;
• For each 0 < n � bN=2c, the number of enumerations is Cn

NAn
N�n.

Hence, to compare all the possibilities, the number of enumerations is

bN=2cX
nD1

Cn
NAn

N�n D
bN=2cX
nD1

NŠ

nŠ .N � 2n/Š
; (4.30)
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which is overwhelmingly large resulting in a nondeterministic polynomial (NP) hard
problem. When there are a large number of vehicles in the network, a massive
number of alternative radio links for V2V communications make such a search
unacceptable due to intractable computational complexity. Therefore, we propose
a low-complexity scheduling scheme to arrange the 2-hop links in the vehicular
network in the following section.

4.3.2 Solution of the Optimization Problem

4.3.2.1 Construction of the Weighted Bipartite Graph

Since the VEs close to the BS have good-quality V2I links, they usually establish
direct communications with the BS and are able to help forward data for other
VEs. Meanwhile, in order to improve the achievable data rate, those VEs far from
the BS under poor channel conditions may communicate with the BS via 2-hop
communications. Denote by NB and NV the number of the VEs with 1-hop and
2-hop communication, respectively. We choose NV VEs with the worst channel
conditions as the destination vehicles, and the rest NB D N � NV as 1-hop VEs,
of which NV are used as the relay vehicles to aid the selected destination vehicles.
Since the 1-hop VEs may or may not help another VE, we have NB � NV , equally,
0 � NV � bN=2c. Now we need to determine which VEs are suitable for acting as
the relay vehicles to help which destination vehicles.

A weighted bipartite graph G0 D .U0; E0/ is constructed on the basis of
G D .U; E/, where the vertexes are divided into two disjoint subsets. One subset
of UV is the set of the VEs selected to be 2-hop destination vehicles, whereas the
other subset UB is the set of VEs with 1-hop communications. It is evident that
U0 D UB

S
UV and UB

T
UV D ¿. Thus, the V2I link set is MB D feB;ijui 2 UBg,

where MB � EB. Then, we can readily obtain the following relationship:

jMBj D jUBj D NB D N � NV : (4.31)

The edges with one endpoint in UB and the other one in UV comprise the set of
possible V2V links, denoted by

E0
V D ˚

ei;jjui 2 UB; ui 2 UV
�

; (4.32)

which is a subset of EV , i.e., E0
V � EV . Figure 4.9a gives an example of G0 in a

network with 8 VEs. VEs u2, u3, and u7 are selected as the destination vehicles,
whereas the others are 1-hop VEs. Thus, there are NV D 3 destination vehicles, and
L D 3 V2V links should be established. The next stage is to solve for the optimal
V2V links, namely, the maximum weighted matching of the bipartite graph G0.
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a b

Fig. 4.9 An exemplary bipartite graph and its matching in an 8-VE network: (a) Weighted
bipartite graph G’, (b) A match of G0

4.3.2.2 Solution of Maximum Weighted Matching

A match of G0 is denoted by MV and defined as follows:

• MV � E0
V ;

• If ei;j 2 MV ; 8ei;x¤j … MV ^ 8ey¤i;j … MV .

Hence, MV is a subset of the edges in G0, and no two edges in MV share identical
end points, as illustrated in Fig. 4.9b. Each vertex in UB has no more than one
connected node in UV . Every edge in E0

V is associated with weight w .ei;j/. With
the following optimization objective function:

WV D
X

ei;j2MV

w
�
ei;j
�
; (4.33)

MWM satisfies that

QWV D max
X

ei;j2MV

w
�
ei;j
�
; (4.34)

QMVD arg max
MV

fWVg D arg
MV

˚
WV D QWV

�
: (4.35)

We then employ the Kuhn-Munkres (KM) algorithm to solve the MWM problem
of the given bipartite graph G0 [28]. For G0 D .UB; UV ; E0

V /, if the cardinalities
of UB and UV are identical, i.e., NB D NV , the bipartite graph is symmetric or
asymmetric otherwise. The KM algorithm can be directly applied to a symmetric
graph [28]. However, the number of 1-hop users is usually larger than that of 2-hop
ones. Thus, we can expand an asymmetric bipartite graph to a symmetric one with
additional NB � NV nodes. Additional vertexes are added to set UV which contains
a smaller number of nodes. The added vertex set is denoted by UC

V , in which the
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Fig. 4.10 An example of expanding an asymmetric bipartite graph of an 8-VE network

Fig. 4.11 An example of the KM algorithm for the bipartite graph of an 8-VE network

nodes are connected to those in UB with zero weight. Figure 4.10 gives an example
of the extended graph, where u9 and u10 are two added nodes.

It is proven that the KM algorithm can always achieve MWM for bipartite
graphs [28]. Next, the optimal solution to the radio link scheduling problem can
be obtained by the KM algorithm. An example is also illustrated in Fig. 4.11.
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4.3.2.3 Optimization on the Number of 2-hop Vehicular Equipment

From the previous two subsections, one can obtain the V2I radio links and the
optimal V2V links through separating the V2I and V2V vehicles. Consequently,
we can calculate the data rate of each group as follows:

QWB D
X

eB;i2UB

w .eB;i/; (4.36)

QWV D
X

ei;j2 QMV

w
�
ei;j
�
: (4.37)

Then, the throughput of the entire network is given by

QW D QWB C QWV : (4.38)

In (4.38), QW is determined by parameter NV in a certain optimization problem. In
other words, given different numbers of destination vehicles (i.e., Nv), the optimized
results obtained from stages 1 and 2 may not be identical. Thus, in order to achieve
the optimal data rate in the network, an appropriate value of NV needs to be
solved for.

When NV is small, the benefit of cooperative relaying is not very obvious due
to the inefficient use of the out-of-band radio resources in V2V links. On the other
hand, if there are too many vehicles that need help(i.e., large NV ), the amount of
resources in the V2V links to each vehicle has to be reduced. Thus, the achievable
rate of a vehicle with 2-hop communications is limited by its V2V link. Therefore, in
the given application scenario, there exists an optimal value of NV for the proposed
scheme, which represents a good trade-off between these two effects.

The BG-based scheme proposed above requires much less computational costs.
To obtain the optimal results for a vehicular downlink network, the BG-based
scheme can achieve O.N3 log N/ running time, which is of polynomial complexity.
The complexity of the KM algorithm is O.N3/, while that of the optimization
procedure of NV is O.log N/ with the binary search or golden section search [29].

4.3.3 Performance Analysis

In this section, simulation results are presented to evaluate the performance of the
proposed BG-based scheduling scheme.



4.3 Bipartite Graph-Based Cooperative Resource Allocation Mechanism 69

4.3.3.1 Simulation configuration

The main parameters and configurations of the network in our simulations are listed
in Table 4.3. In our simulations, vehicles travel around an intersection, which has
500-m highways along each direction. As illustrated in Fig. 4.12, the intersection
is located in the center of the cell, and a traffic light model is presented in the
intersection to regulate traffic flows. The highway has five 3.5-m wide lanes, three
of which enter into the intersection and two leave out of it. According to the
microscopic traffic model in [33], two dynamical processes of car-following and
lane-changing are considered. The car-following theory is based on the assumption
that the motion of a vehicle is governed exclusively by the motion of its preceding
vehicle, and is continuous in space, discrete in time, and accident-free. The random
lane-changing model is adopted in our simulations, in which vehicles can change to
adjacent co-directional lanes randomly.

The V2I communications use the LTE system, which transmits data via a 40 MHz
bandwidth at the 2 GHz frequency with 52 dBm transmit power [30]. The V2V
communications use the Wireless local area network (WLAN) 802.11p protocol,
which supports the use of WLAN in the vehicle environment [31]. We adopt a
5 MHz bandwidth at the 5.9 GHz frequency with 20 dBm transmit power. Table 4.4
gives the path loss models of the V2V and V2I links used in the simulation. The
path loss model of the V2I link is explained in detail in [30]. In the case of V2V
links, Q̌

i;j
�
di;j
�

is the pass loss attenuation factor at distance di;j, Q̌
i;j .d0/ is the pass

loss attenuation factor at reference distance d0, � is the path loss exponent, and � is

Table 4.3 Simulation
parameters

Parameter Value

Cell radius 500 m

VE number 10–100

Vehicle model Microscopic model in [33]

Max drive peed 126 km=h (35 m=s)

Acceleration 2.6 m=s2

Deceleration �4.5 m=s2

Link scheduling interval 1 s

TTI 1ms

Thermal noise density �174 dB/Hz

LTE configuration (V2I link)

Carrier frequency 2 GHz

Bandwidth 40 MHz

Transmit power of BS 52 dBm for 40 MHz

DSRC configuration (V2V link)

Carrier frequency 5.9 GHz

Bandwidth 5 MHz

VE transmit power 20 dBm for 5 MHz
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Fig. 4.12 Illustration of the intersection used in our simulations

Table 4.4 Path loss model

Link type Path loss model

V2I link [30] ˇB;i

�
dB;i

�DlC37:6log10

�
dB;i

1000

�
; lD128:1�2 GHz

V2V link [34] Q̌i;j

�
di;j

�D Q̌i;j .d0/ C10� log10

�
di;j

d0

�
CX�

the standard deviation of the zero-mean Gaussian variable X� �CN .0; �/. In the
simulation, we have d0D1; Q̌

i;j .d0/ D43:9;�D2:75; and �D 5:5 [34].

4.3.3.2 Results and Discussions

The MSR performance of the network with exhaustive search is also evaluated
for comparative purposes, i.e., the optimal solution to problem (4.29). Since the
optimization of the MSR is known to be an NP problem, the number of vehicles
(N) is set to no more than 40, so as to make exhaustive search feasible with the
aid of pre-processing. As it is well known, when two vehicles are far from each
other, cooperative relaying between them is highly unlikely. Therefore, prior to
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the exhaustive search, the V2V links of the vehicles, whose distance is more than
500 m apart, are excluded from the link set. The performances of the MSR algorithm
with or without such pre-processing and N D 20 are compared, which show little
difference. Then, for the cases of N D 30 and N D 40, we directly apply this
pre-processing in order to obtain the performance of the MSR algorithm.

Figure 4.13 presents the cumulative distribution functions (CDFs) of the data
rates with the MSR and BG-based schemes and various numbers of vehicles.
It is shown that the data rates of the BG-based scheme are close to those of
the optimal solution. In addition, the proposed scheme effectively decreases the
distribution at the low-rate area, reducing the number of VEs suffering from low-
speed transmission. For example, as can be seen from Fig. 4.13, the CDF curves
of MSR are higher than that of the BG-based scheme at around 500 kbps, i.e., a
very low date rate. This means that there are more users suffering from low-speed
transmission.

There usually exists some degree of inaccuracy in link estimation, which may
affect the performance of the V2V network. The SNR inaccuracy is modeled as a
random variable with a Gaussian distribution, which has zero mean and a variance
of  for each link. Thus, the inaccurate SNR is used for calculating the link weights.
Figure 4.14 shows the date rate CDF of the BG-based scheme either with the ideal
SNR or inaccurate SNR. The variance  is set to 0.5 or 2. It can be seen that the
proposed BG-based scheme has good tolerance to the inaccuracy in SNR estimation.
That is, the results with inaccurate SNRs are very close to those with ideal channel
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Fig. 4.13 CDFs of the data rates with the MSR and BG-based schemes
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Fig. 4.14 CDFs of the data rates with the MSR and BG-based schemes with inaccurate SNRs

estimation. For instance, the average date rates are 4412 and 4387 kbps in the cases
of  D 0:5 and  D 2, while it is 4429 kbps under perfect channel estimation
without channel estimation errors. Nevertheless, with relatively serious channel
estimation errors, it can be found that there are more low-rate VEs, since they cannot
be correctly selected to be relayed.

To better demonstrate the performance difference, Fig. 4.15 plots the average
throughout and the data rates at 5 % CDF with the MSR and BG-based schemes.
Compared with the MSR scheme, there is only a slight performance loss in the
average data rate, but a considerable improvement on the data rate at 5 % CDF, when
using the proposed BG-based scheme. This is due to the helping-worst mechanism
in our proposed scheme, which always chooses the VEs under poor channel
condition as the destination vehicles with 2-hop communications. The comparison
shown in Fig. 4.15 implies that the proposed scheme performs better in fairness than
the MSR counterpart. Moreover, the proposed scheme has a lower computational
complexity of O.N3 log N/, which is much more practical than solving the NP
problem in terms of the MSR.

We also simulate the vehicular network without V2V cooperation, i.e., only using
the V2I links of the LTE-advanced system. As shown in Fig. 4.16, the proposed
BG-based cooperative scheme results in remarkable improvements in throughput
compared to other schemes. The non-cooperative system achieves a lower data rate
than the BG-based cooperative one, by using only 40 MHz bandwidth without the
additional 5 MHz out-of-band frequency of DSRC. When there are more VEs in the
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Fig. 4.15 Average data rates and the data rates at 5 % CDF with the MSR and BG-based schemes

network, the average data rate decreases due to the reduction in the amount of radio
resources obtained by each VE.

To compare the non-cooperative and BG-based cooperative systems in terms of
fairness, we compute their spectral efficiency (SE) as shown in Fig. 4.17. The SE is
relatively higher when the number of VEs is around 40. When the vehicles on the
road are sparser, their locations change rapidly with faster motion, resulting in bad
channel conditions and lower SE. Whenever there are too many vehicles passing
through the intersection, it will cause congestion to both the road and the wireless
network, resulting in reduced data rates. In addition, under the assumption of light
traffic, the radio resources of DSRC, i.e., the V2V links, are not fully utilized, since
there are not always appropriate relay vehicles available to help the destination
vehicles, resulting in a waste of the out-of-band resources. However, cooperative
communications can achieve higher SE when there are more VEs in the network.

Finally, Fig. 4.18 plots the average number of destination vehicles NV , while there
are various numbers of VEs. This value represents the number of allocated V2V
links under different levels of traffic on the road. With an increasing number of VEs,
there are more destination vehicles that are selected to adopt 2-hop communications
to enhance the overall throughput, attributed to the better channel quality of the V2V
links due to shorter distances and potentially more appropriate VEs that can be used
as the relay vehicles.
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Fig. 4.16 Average data rate obtained by the non-cooperative and BG-based cooperative system
with various VE numbers

Fig. 4.17 Spectral efficiency obtained by the non-cooperative system and BG-based cooperative
systems with various VE numbers
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Fig. 4.18 Average number of destination vehicles in the BG-based cooperative system with
various VE numbers

4.4 Summary

Following a brief review on radio resource allocation in the HetVNET, we discussed
two scheduling schemes for better understanding. In the content-based scheduling
scheme, the shared traffic on the service channel is extracted and broadcast so as to
reduce the downlink traffic loads. The corresponding contention-free TDMA-based
resource assignment scheme according to traffic classification is designed. In the
BG-based cooperative scheduling scheme, the problem is formulated as graph-based
optimization. Due to channel variation and mobility of VEs, the 2-hop network
topology is time-varying, which can be modeled as a spanning tree based on the V2I
and V2V links using graph theory. Both schemes were validated through simulation
results to show their effectiveness.
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Chapter 5
Conclusion and Outlook

5.1 Conclusion

This monograph aims to elaborate that wireless communications networks can be
utilized to provide ubiquitous ITS services with guaranteed QoS. The requirements
of safety and non-safety services are summarized and compared. Based on the
proposed framework of the HetVNET, current wireless networking technologies
for vehicular communications are discussed in detail. The discussions on channel
access and cooperative resource allocation mechanisms emphasize on the feasibility
and efficiency of the HetVNET. It is concluded that the HetVNET is the most suited
solution for supporting vehicular services, which requires collaboration between
various communications infrastructure.

5.2 Future Research Directions

This section presents some future research directions for HetVNETs, especially
those closely related to heterogeneity. Addressing these open issues is vital to
alleviating the restrictions imposed by heterogeneity.

Inter-system handover: Since an HetVNET consists of various wireless networks,
e.g., WCDMA, LTE, and DSRC, vehicular users may frequently switch among
different networks thanks to their fast movement. It is desired that a vehicle main-
tains constant connection with the most suitable network. Handover is imperative to
achieve seamless transmission in the HetVNET. Traditional handover mechanisms
for cellular networks are mostly centralized, which are not well suited for the hybrid-
distributed vehicular architecture. Also, the handover decision relies usually on a
single threshold, which is influenced by a number of factors such as the network
load, receiving signal strength, and channel conditions. However, there lacks an
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appropriate model for mapping these parameters to a threshold value. Furthermore,
the handover of vehicular users is more frequent than cellular users, resulting in
an excessive signaling overhead. Therefore, the main challenge in designing an
effective handover strategy for HetVNETs is to strike an elegant trade-off among
the QoS requirements, implementation complexity, and signaling overhead.

Big Data: All participants in an ITS act as data generators, yielding huge volumes of
data, e.g., beacon messages and warning messages. For instance, most commuters
may like to socialize with their peers or watch popular movies in the car or
bus during the long and boring commute, which may generate huge volumes of
requested data. With millions of miles of roads, millions of vehicles as well as
drivers collecting data over the years, the sheer number of data points is enormous.
Thus, how to exploit this big data in HetVNETs has drawn much attention. However,
the methods, models, and algorithms for conventional big data applications may
not work well for HetVNETs. In general, big data are physically and logically
decentralized, but virtually centralized [1]. In order to achieve an elegant balance
between information processing and data transmission, advanced data processing
and mining techniques are required to find, collect, aggregate, process, and analyze
information in HetVNETs. There is much more work to be done.

Cooperation: Due to vehicle mobility, wireless links for vehicular communications
are unreliable and of limited capacity. Thus, minimizing end-to-end latency and
maximizing throughput are key issues in HetVNETs. Spatial diversity has been
shown to be effective in enhancing energy efficiency and improving spectral
efficiency in vehicular networks [2–4]. However, the multiple antennas technique
is not employed in DSRC, and equipping vehicle nodes with multiple antennas may
not always be practical. As an alternative solution, cooperative communications
can reap the benefits of spatial diversity gains without having to install multiple
antennas on each vehicle nodes. For example, due to the instability of the wireless
channel, the data volume downloaded by an individual vehicle per drive-through is
rather limited. In order to solve this problem, a cooperative drive-through Internet
scheme, dubbed ChainCluster, is proposed to select appropriate vehicles to form a
linear cluster on the highway [5]. The cluster members then cooperatively download
and share the same content information, increasing the probability of successful
content download. Current studies have shown that: (1) cognitive radio technology
provides good opportunities for cooperative communications; (2) the performance
of link scheduling with an appropriately selected transmission mode is better
than relying purely on one single transmission mode; and (3) cooperative MIMO
techniques provide attractive benefits for vehicular networks [2, 6]. Schemes such
as link adaptation, relay selection, and radio resource management in cooperative
communications are important for improving system performance. The optimization
problem in cooperative vehicular communications is usually NP-hard and compu-
tationally intractable. The main issue is how to balance between performance and
complexity.
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Cross-layer design: HetVNETs are expected to support a wide range of safety and
non-safety related services such as web browsing, file transfer, and video streaming.
As opposed to traditional wireless and wired environments, the highly dynamic
vehicular environment poses new challenges. For example, the communications
channel is more open to unpredictability, and the connectivity among vehicles is
easy to break. Hence, stringent and diversified QoS requirements of ITS services are
difficult to be met by traditional layered designs. Correspondingly, there has been
increased interest in exploiting the interaction among various layers of the protocol
stack for performance enhancement [7–10]. The main challenge is how to design the
upper layer functions based on the feedback from lower layers. At the same time,
the implementation complexity of the system needs to be taken into account.

Vehicular Cloud Networking (VCN): With rapid evolution of computing and
Communications technologies, the vehicles with powerful computing abilities
are advocated to be service providers rather than just service recipient. As a
result, the concept of Vehicular cloud computing (VCC) has been proposed,
which makes join use of computation, communications, and storage resources
in vehicle equipment [11], e.g., on-board computer/communications devices or
mobile user equipment arrived by passengers. In general, services in a VCC system
can be divided into four types according to their functions, i.e., Network-as-a-
Service (NaaS), Storage-as-a-Service (StaaS), Sensing-as-a-Service (SaaS), and
Computation-as-a-Service (CaaS). Different from the traditional cloud computing
system, the VCC system has its unique features [12], e.g., the variation of available
computational resources in Vehicular clouds (VCs). Due to the uncertainty of
vehicle behaviors, e.g., vehicles may randomly join or leave a VC, the resources
in the VC are time varying. Another obvious feature is the heterogeneity of VC
resources. Vehicles manufactured by different vendors have different computational
resources. Therefore, there are a large number of problems in vehicular cloud
networking that remain to be solved.
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