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Preface

Mobile communications have been instrumental in transforming our contemporary
societies in the past decades. From the first-generation (1G) of analogue mobile
phone system to the newest commercial fourth-generation (4G) long-term evolution
(LTE) networks deployed widely across the global, mobile communications have
fundamentally changed the ways as to how humans in the modern society access,
exchange, and share information with each other. Currently, we are at an era of
mobile Internet with explosive big data. The growing demand for mobile data
traffic and the proliferation of applications requiring high data rates have raised a
significant interest in the definition of new standards in the mobile market. This calls
for next-generation mobile communication systems, which should have to respond
to an avalanche of traffic, an explosion in the number of connected devices, and the
large diversity of use cases and requirements.

Against the above backdrop, the fifth-generation (5G) mobile communications
are fast emerging to tackle the challenges brought by an exponential increase in
wireless data traffic. On top of the massive increase in data volumes and rates, a
formidable challenge for the 5G networks to deal with is how to connect billions
of smart devices such as surveillance cameras, smart-home/grid devices, connected
sensors, etc. The primary goals of 5G networks are to support a 1000-fold gain
in capacity, connections for at least 100 billion devices, and 10 Gb/s delivered
to individual users. Furthermore, new 5G networks will be able to provide mass
low-latency and ultrareliable connectivity between people, machines, and devices,
which will ultimately usher in the era of the Internet of Things (IoT). To meet these
enormous challenges, disruptive innovations and drastic improvements need to be
made in the mobile network architecture design in both the physical and upper
layers.

The International Telecommunications Union (ITU) has stipulated 2020 to be
the target year of standardising future 5G mobile networks. Although the detailed
technical approaches to implementing 5G mobile networks remain uncertain at the
time of this writing, several breakthrough 5G techniques stand out such as massive
MIMO and millimetre-wave (mmWave) communications. This book aims to be one
of the first comprehensive books to reveal the enabling techniques underpinning
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vi Preface

next-generation 5G networks and to address the challenges and opportunities
brought by 5G mobile communications. Specifically, the book is divided into three
major parts: Part I Overview of 5G Networks, Part II Transmission and Design
Techniques for 5G Networks, and Part III Networking Techniques and Applications
for 5G Networks.

Part I of this book provides a comprehensive introduction to and overview of 5G
networks. It consists of three chapters.

The chapter “An Overview of 5G Requirements” presents an overview of next-
generation 5G mobile networks. To facilitate the study of 5G requirements and
to provide guidance to 5G technical design, this chapter discusses several typical
deployment scenarios including indoor hotspot, dense urban, urban macro, rural,
and high-speed scenarios. It also presents high-level key capabilities and detailed
technical requirements for 5G networks. Some technical performance metrics of 5G
networks are also discussed.

The chapter “Spectrum Analysis and Regulations for 5G” discusses various
aspects of 5G spectrum issues. It is expected that 5G requires much more bandwidth
as well as more flexibility in spectrum usage and management. The suitable
frequency ranges of 5G will include those bands below 6 GHz such as re-farmed
2G/3G spectrum, identified frequency bands for IMT, and also WRC-15 candidate
bands. However, due to the scarcity of spectrum below 6 GHz, it is imperative
to seek potential frequency ranges above 6 GHz. Controlled spectrum sharing is
an important way of reusing spectrum to complement current licensed dedicated
spectrum, which is still the foundation for the operation of 5G systems.

The chapter “Spectrum Sharing for 5G” first introduces spectrum sharing for
5G systems, which consists of multiple spectrum types with different scenarios.
Then, spectrum sharing techniques mapped into different scenarios are intro-
duced, i.e. coordination protocol, GLDB support, cognitive/DSA, and MAC-based
coexistence. Besides, current applications of these techniques in real systems are
described. Finally, spectrum sharing directions for 5G systems are analysed for
different spectrum sharing techniques. It is concluded that licensed dedicated
spectrum will continue to be the dominant spectrum usage method for 5G systems
due to the possibility to control interference and guarantee coverage, while other
spectrum sharing scenarios will act as complementary spectrum usage methods
when beneficial.

Part II of this book presents new transmission and design techniques for
5G networks with a focus on physical-layer enabling techniques. It contains 11
chapters.

The chapter “Massive MIMO Communications” argues that every new network
generation needs to make a leap in area data throughput, to manage the growing
wireless data traffic. Massive MIMO technology can bring at least tenfold improve-
ments in area throughput by increasing the spectral efficiency (bit/s/Hz/cell) while
using the same bandwidth and density of base stations as in current networks.
These extraordinary gains are achieved by equipping the base stations with arrays
of a hundred antennas to enable spatial multiplexing of tens of user terminals.
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This chapter explains the basic motivations and communication theory behind the
massive MIMO technology and provides implementation-related design guidelines.

The chapter “Millimeter-Wave Mobile Communications” introduces key tech-
nologies of mmWave communications. Channel measurements show that mmWave
signals suffer from much larger propagation losses and are suitable for small cell
coverage. A hybrid network is presented where mmWave is used for capacity
enhancement in hotspots, and a low-frequency network is applied for seamless
coverage. Uniform air interface is a consequence to simplify the design between
mmWave bands and low-frequency bands. Unified access and backhaul technique
not only reduces the cost of backhaul but also can meet the requirement of 1000
times capacity enhancement over LTE systems.

The chapter “Non-Orthogonal Multiple Access (NOMA) for Cellular Future
Radio Access” introduces state-of-the-art NOMA techniques and evaluates the low
density spreading (LDS)-based system, which is a strong candidate for the next
generation of mobile networks due to its well-known advantages compared to
state-of-the-art techniques based on orthogonal frequency division multiple access
(OFDMA). Furthermore, the effect of LDS parameters such as density factor and
maximum number of users at each time instance on the sum rate is evaluated. The
effect of irregularity on the complexity is also discussed. Moreover, it is shown that
the loss of achievable rates which is caused by modulation can be compensated by
using a suitable channel coding scheme.

The chapter “New Multicarrier Modulations for 5G” presents recent advances
in filter bank multicarrier (FBMC) techniques and compares them with the con-
ventional cyclic prefix (CP)-OFDM approach, in the context of 5G. After a brief
description of some adaptations of CP-OFDM, FBMC combined with offset-
QAM is considered, pointing out the crucial issue of subchannel equalisation.
Then, an alternative approach is proposed, FBMC combined with pulse amplitude
modulation (PAM). FBMC-PAM is an attractive option whenever asynchronous
access and high level of out-of-band rejection are required. Finally, the case of
nonoverlapping emitted symbols is considered, and a CP-less OFDM scheme
with frequency domain equaliser in the receiver is included in the performance
comparison.

The chapter “Fundamentals of Faster-than-Nyquist Signaling” presents the
fundamentals of Faster-than-Nyquist (FTN) signalling. As originally introduced,
FTN increases the bit rate in the signalling bandwidth by packing symbols closer
in time, at the cost of introducing intersymbol interference (ISI). The chapter begins
with the Euclidean distance properties of bandwidth-efficient pulses at FTN rates
and describes receivers that mitigate the severe ISI. The FTN achievable information
rate is compared with the Nyquist information rate for practical pulses. It then
discusses the FTN extension to multicarrier systems with not only time packing
but also subcarrier, optimising both the time and frequency packing.

The chapter “Generalized Frequency Division Multiplexing: A Flexible Multi-
Carrier Waveform for 5G” aims to develop a unified air interface that can be
configured on-the-fly to address emerging 5G applications. Apart from an ever-
increasing demand for data rates, 5G is facing new applications such as Tactile
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Internet and the Internet of Things. Being aligned with the whole concept of
software-defined networking, this chapter introduces the multicarrier waveform
termed generalised frequency division multiplexing (GFDM) as the basis for
realising such a flexible physical design.

The chapter “Spectrally Efficient Frequency Division Multiplexing for 5G”
focuses on novel multicarrier communication techniques, which share the com-
mon goal of increasing spectrum efficiency in future communication systems. In
particular, a technology termed spectrally efficient frequency division multiplexing
(SEFDM) is described in detail outlining its benefits, challenges, and trade-offs
when compared to the current state of the art. A decade of research has been devoted
to examining SEFDM from different angles: mathematical modelling, algorithm
optimisation, hardware implementation, and system experimentation. The aim of
this chapter is to therefore give a taste of this technology, and in doing so, the
chapter concludes by outlining a number of experimental test beds which have been
developed for the purpose of evaluating the performance of SEFDM in practical
scenarios.

The chapter “Full-Duplex Wireless Communications for 5G” introduces full-
duplex (FD) wireless communications for 5G, which enables simultaneous trans-
mission and reception over the same frequency band. In this way, the spectral
efficiency can be improved significantly compared with half-duplex (HD). However,
there exists severe self-interference (SI), signal leakage from the local trans-
mitter to its own receiver. Three different classes of SI mitigation techniques
are presented in this chapter, i.e. propagation-domain SI suppression, analogue-
domain SI cancellation, and digital-domain SI cancellation. Furthermore, the system
performance of several FD schemes in several different application scenarios is
presented. Theoretically, the spectral efficiency of FD bidirectional and cooperative
communications can be doubled, while for cognitive radio networks, the FD-based
protocol can achieve much better sensing performance than the traditional HD-
based cognitive radio schemes.

The chapter “Device-to-Device Communications over 5G Systems: Standardiza-
tion, Challenges and Open Issues” introduces one of the key enabling technologies
at the heart of the 5G systems, namely, device-to-device (D2D) communications.
The potential of D2D communication paradigm holding the promise to overcome
the limitations of conventional cellular systems with very high bit rates, low delay,
and low power consumption is illustrated. Starting from an overview of D2D
communication technology, this chapter will browse through the main aspects that
characterise the proximity services, with a view on the standardisation process, the
challenges, and the open issues.

The chapter “M2M Communications in 5G” provides an overview of machine-
type communications (MTC) within the context of 5G networks. The Internet of
Everything foresees a hyperconnected World where humans, things, and machines
will need to coexist together. They will be interconnected and Internet-connected via
communication networks. In specific, the authors review the key novel challenges
of MTC: what is new with regard to human-type traffic (HTC). They then analyse
existing communication technologies and how suitable they are for MTC. Finally,
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the authors identify key technology enablers being considered for the design of 5G
networks and provide an outlook for the future.

The chapter “Design Techniques of 5G Mobile Devices in the Dark Silicon
Era” is concerned with the design of the prospected 5G mobile communication
system, which needs wide skills in wireless communication, analogue circuit design,
embedded system, microwave technology, and so forth. System-level analyses,
design space exploration, and performance trade-offs are some key steps that enable
the design of low-cost, energy-efficient, ubiquitous, and flexible transceiver. This
chapter provides comprehensive design techniques for 5G mobile communication
in the dark silicon era using More than Moore technology (MtM).

Part III of this book focuses primarily on the networking and application layer
techniques for 5G networks, which includes 12 chapters.

The chapter “Ultra-Dense Network Architecture and Technologies for 5G”
presents the ultra-density network (UDN), which is the most promising way to meet
the ultrahigh area capacity requirement for 5G. The content of this chapter includes
characters of UDN scenarios, network architecture design, and key technologies
like flexible networking, wireless backhauling, multi-RAT coordination, mobility
management, interference management, and radio resource management.

The chapter “5G RAN Architecture: C-RAN with NGFI” describes cloud radio
access networks (C-RAN), which are viewed as one of the key RAN architectures
for 5G networks, with evolved architecture based on a newly designed fronthaul
interface, dubbed the next-generation fronthaul interface (NGFI). The design prin-
ciples and the challenges of NGFI are introduced. A prototype is further developed
to verify the applicability of NGFI-based C-RAN.

The chapter “User-Centric Wireless Network for 5G” addresses the concept of
user-centric wireless network for 5G from the perspective of fulfilling multiple user
experience requirements in 5G. Four key technical directions are studied based on
a gap analysis between LTE technology and 5G requirements, i.e. user-centric 5G
access network architecture design, flexible functionality and deployment, smart
user and traffic awareness and management, and high-efficient low-cost network
operation. These key technologies work together with cross-layer and end-to-end
solutions to provide the user-centric 5G ecosystem.

The chapter “Energy Harvesting Based Green Heterogeneous Wireless Access
for 5G” is concerned with the issues of energy harvesting for future 5G cel-
lular systems. A feasible and efficient method to tackle this issue is to let the
communication systems harvest energy from renewable energy sources instead of
fossil fuels. However, by employing the energy harvesting (EH) technique, the
instability of renewable energy resources introduces new challenges on the design
of the upcoming 5G systems. This chapter focuses on uplink access schemes and
power allocations for EH-based heterogeneous networks. First, a heterogeneous
access model incorporating EH-based mobile users is proposed and followed by
a throughput maximisation framework. Then, by classifying transmission policies
into two main categories (i.e. single-channel vs. multichannel scenarios), the
proposed framework is concretised under various practical conditions, including
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the availability of central control, causality of harvested energy, channel state
information, and others.

The chapter “Resource Management in Sustainable Green HetNets with Renew-
able Energy Sources” investigates the energy sustainability performance of a green
HetNet where the small cell base stations (SBSs) are powered by green energy.
Specifically, we first develop an analytical framework to study the energy sustain-
ability of each SBS. Then, we propose a distributed admission control strategy
at SBSs striking a balance between resource utilisation and energy sustainability.
Extensive simulations validate the analytical framework and demonstrate that
relaxing the admission control criteria can improve resource utilisation when the
energy is abundant, but may significantly degrade resource utilisation instead when
the energy comes short due to poor sustainability performance.

The chapter “Resource Allocation for Cooperative D2D Communication Net-
works” studies various resource allocation policies for cooperative device-to-device
(D2D) communications in systems operating under OFDMA or cognitive radio
architectures. A variety of system models are explored, wherein additional features,
such as, packet storage, energy harvesting, and cognitive radio capabilities, are
incorporated at the user devices so as to enable cooperative D2D communications.
Computationally efficient solutions are provided for multiple resource optimisation
problems including power allocation, subcarrier allocation, subcarrier pairing, and
relay selection. Simulation results demonstrate that the sum-throughput perfor-
mance can be improved whenever the user devices are equipped with cooperative
D2D capabilities.

The chapter “Fog Computing and Its Applications in 5G” explains the emergence
of fog computing as a promising, practical, and efficient solution tailored to
serving mobile traffics. Fog computing deploys highly virtualised computing and
communication facilities at the proximity of mobile users. Dedicated to serving the
mobile users, fog computing explores the predictable service demand patterns of
mobile users and typically provides desirable localised services accordingly. It can
provide mobile users with the demanded services via low-latency and short-distance
local connections. The authors introduce the main features of fog computing and
describe its concept, architecture, and design goals. Lastly, they discuss the potential
research issues from the perspective of 5G networking.

The chapter “A Conceptual 5G Vehicular Networking Architecture” shows how
5G communication systems will help to enable connected future cars to implement
automated functions in short term and fully autonomous operation in long term. The
authors review the well-known existing communication technologies for connected
cars and analyse their shortcomings. Towards this end, they outline the innovation
areas that 5G aims to address in order to mitigate the limitations of the current
technologies.

The chapter “Communications Protocol Design for 5G Vehicular Networks”
provides an overview on existing standards in vehicular networking and highlights
new emerging trends towards an integrated infrastructure based on the interworking
of heterogeneous technologies. Next-generation mobile vehicular networks are
first characterised by providing an insight on relevant stable standards in wireless
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communication technologies, with a special focus on heterogeneous vehicular
networks. Furthermore, the chapter discusses a general framework supporting
opportunistic networking scheme and outlines novel application and use cases based
on social- and context-awareness paradigms.

The chapter “Next-Generation High-Efficiency WLAN” centres around the topic
of next-generation high-efficiency WLAN technology. With the increasing demands
for WLAN and the deployment of carrier-WiFi networks, the number of WiFi public
hotspots worldwide is expected to increase dramatically. To face this huge increase
in the number of densely deployed WiFi networks, and the massive amount of
data to be supported by these networks in indoor and outdoor environments, it is
necessary to improve the current WiFi standard and define specifications for high-
efficiency wireless local area networks (HEWs). This chapter introduces emerging
HEW technology, including its typical use cases, environments, and potential
techniques that can be applied for HEWs. The typical HEW use cases are first
given, followed by an analysis of the main requirements from these use cases and
environments. Then, potential techniques, including enhanced medium access and
spatial frequency reuse, are presented and discussed.

The chapter “Shaping 5G for the Tactile Internet” investigates the topic of the
Tactile Internet, which is expected to have a massive impact on business and
society. It has the potential to revolutionise almost every segment of the society
by enabling wireless control and remote operation in a range of scenarios. The
next-generation (5G) mobile communication networks will play an important role
in realising the Tactile Internet. This chapter investigates the interesting area of 5G
and Tactile Internet intersection. Key requirements for the Tactile Internet, from
a networking perspective, have been identified, after introducing exciting Tactile
Internet applications. The chapter covers several technical issues and challenges
in shaping 5G networks for realising the vision of the Tactile Internet. The most
important challenge would be to ensure tight and scalable integration of various
technological solutions into a single network.

We would like to thank all the authors who submitted their research work to
this book. We would also like to acknowledge the contribution of many experts
who have participated in the review process and offered comments and suggestions
to the authors to improve their works. We would also like to express our sincere
appreciation to the editors from Springer for their support and assistance during the
development of this book.
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Beijing, China Kan Zheng
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An Overview of 5G Requirements

Dajie Jiang and Guangyi Liu

Abstract Mobile Internet and IoT (Internet of Things) are the two main market
drivers for 5G. There will be a massive number of use cases for Mobile Internet and
IoT, such as augmented reality, virtual reality, remote computing, eHealth services,
automotive driving and so on. All these use cases can be grouped into three usage
scenarios, i.e., eMBB (Enhanced mobile broadband), mMTC (Massive machine
type communications) and URLLC (Ultra-reliable and low latency communica-
tions). Eight key capabilities including peak data rate, latency and connection
density, etc., are defined to meet the requirements of usage scenarios. Based on the
usage scenarios, several typical deployment scenarios including indoor hotspots,
dense urban, urban macro, rural and high-speed scenarios are specified, together
with the detailed technical requirements for 5G. Both the deployment scenarios and
technical requirements are essential guidance for 5G technical design.

1 Introduction

A mobile and connected society is emerging in the near future, which is character-
ized by a tremendous amount of growth in connectivity, traffic volume and a much
broader range of use scenarios [1]. Some typical trends are summarized as follows:

• Explosive growth of data traffic: There will be an explosive growth in traffic. The
global data traffic will increase by more than 200 times from 2010 to 2020, and
about 20,000 times from 2010 to 2030;

• Great increase in connected devices: While smart phones are expected to remain
as the main personal devices, the number of other kinds of devices, including
wearable devices and MTC devices will continue to increase;

• Continuous emergence of new services: Different kinds of services, e.g., services
from enterprises, from vertical industries and Internet companies, etc. will be
exploited.
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The fifth-generation (5G) mobile communications system will emerge to meet
new and unprecedented demands beyond the capability of previous generations of
systems.

There are two phases of 5G requirements research by different organizations.
Phase 1 focuses on 5G use cases and high-level key capabilities of 5G networks,
and can be regarded as the 5G vision stage. In Phase 1, ITU has released the vision
recommendation [2] and defined the key capabilities of 5G. 3GPP started the smarter
program [4] and studied 5G use cases and requirements. NGMN completed a 5G
whitepaper and defined a large number of 5G use cases and requirements [5]. IMT-
2020 (5G) Promotion Group released the 5G vision and requirements whitepaper
in May 2014 [1], which aims to contribute to the ITU-R work in Phase 1. Phase
2 focuses on 5G deployment scenarios and detailed technical requirements. There
are two important reports in Phase 2. One is the IMT-2020 technical performance
requirements from ITU-R which will be completed by February 2017 [3], while the
other is the scenarios and requirements technical report from 3GPP which will be
completed in March 2017 [6]. NGMN has started the relevant work at the beginning
of 2015 and drafted several liaisons to 3GPP and ITU by March 2016 [7, 8]. IMT-
2020 (5G) PG plans to complete the evaluation scenarios and the KPI report in the
first half of 2016, and will have an impact on the work of ITU and 3GPP in Phase 2
(Fig. 1).

The rest of this chapter is organized as follows. The outcomes of Phase 1,
i.e., 5G use cases and high-level key capabilities are introduced in Sects. 2
and 3, respectively. The latest status of Phase 2 including deployment scenarios

Fig. 1 Overview of 5G requirements research by different organizations
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and detailed technical requirements are presented in Sects. 4 and 5, respectively.
Section 6 presents the operational requirements, while Sect. 7 draws concluding
remarks.

2 Use Cases and Challenges

It is foreseen that there will be a huge number of use cases in the upcoming 5G
era. In [1], an overall vision for 5G life is illustrated in Fig. 2. 5G will penetrate
into every single element of our future society and create an all-dimensional, user-
centered information ecosystem. 5G will break the limitation of time and space
to enable an immersive and interactive user experience. 5G will also shorten the
distance between human and things, and implement a seamless integration to
achieve easy and smart interconnection between people and all things. 5G will
enable us to realize the vision—“Information is a finger away, and everything will
be kept in touch”.

There are a great many use cases proposed by different organizations [1, 9–11].
Mobile Internet and the Internet of Things (IoT) are the two main market drivers in
the future development of mobile communications [1], and they will trigger a large
range of use cases.

Fig. 2 Overall vision of 5G
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2.1 Use Cases of Mobile Internet

Mobile Internet is disrupting the traditional business model of mobile communi-
cations, enabling unprecedented user experiences and making a profound impact
on every aspect of people’s work and life. Looking ahead to 2020 and beyond,
mobile Internet will promote the continued evolution of the way human interacting
information, and provide users with ultimate experience through more immersive
services including but not limited to:

• Video services, such as immersive Ultra High Definition (UHD) and three-
dimensional (3D) video

• Augmented reality
• Virtual reality
• Video/photo sharing in stadium/open air gathering
• Online gaming applications
• Mobile cloud/desktop cloud
• Tactile Internet
• Remote computing
• 3D connectivity: aircraft
• 3D connectivity: drones
• Collaborative robots
• Broadcast-like services, like local, regional and national news and information
• Smart office

The future development of Mobile Internet will trigger the growth of mobile
traffic by a magnitude of thousands in the future, and promote a new wave
of upgrades and a revolution in mobile communications technologies and the
telecommunications industry as a whole. Looking ahead to 2020 and beyond, there
will be an explosive growth in mobile data traffic. It is estimated by IMT-2020 (5G)
Promotion Group that the global mobile data traffic will grow by more than 200
times from 2010 to 2020, and by nearly 20,000 times from 2010 to 2030. In China,
the growth rate is projected to be even higher, with mobile data traffic expected
to grow by more than 300 times from 2010 to 2020 and by more than 40,000 times
from 2010 to 2030. For developed cities and hotspots in China, the growth of mobile
data traffic will exceed the average projected. For example, from 2010 to 2020 in
Shanghai, the mobile data traffic is projected to grow by 600 times. In Beijing and
during this same period, it is estimated that hotspot traffic may grow by up to 1000
times. The above estimation is shown in Fig. 3.

There is some traffic anticipation work by ITU-R and the results are detailed in
Report ITU-R M.[IMT.2020BEYOND TRAFFIC] [12]. This report contains global
IMT traffic estimates beyond 2020 from several sources. These estimates anticipate
that global IMT traffic will grow by 10–100 times from 2020 to 2030. The main
drivers behind the anticipated traffic growth include increased video usage, device
proliferation and application uptake. These are expected to evolve over time, and
this evolution will differ between countries due to social and economic differences.
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Fig. 3 2010–2030 growth of mobile data traffic

Traffic asymmetry aspects for this period are also presented by ITU-R. It is observed
that the current average traffic asymmetry ratio of mobile broadband is in favor of
the downlink, and this is expected to increase due to a growing demand for audio-
visual content.

Mobile Internet is aiming at people-oriented communications with a focus on the
user experience. Towards 2020 and beyond, the increasing popularity of ultra-high
definition (UHD), 3D and video immersion will significantly drive up the data rates.
For example, with a hundredfold compression, the transmission of 8K (3D) video
will require a transmission rate close to 1 Gbps. Services, such as augmented reality,
desktop cloud, and online gaming will not only pose a challenge to uplink and
downlink data transmission rates but also generate a stringent requirement for the so-
called “imperceptible latency”. In the future, vast amounts of individuals and office
data will be stored in the cloud. Such massive data activity will require transmission
rates to be comparable to optical fiber communications, which will lead to enormous
traffic challenges for mobile communications networks particularly in hotspot
areas. Over-the-top (OTT) services, such as social networking, will be counted
among leading applications going forward, and the associated frequently-occurring
small packets will devour signaling resources. At the same time, consumers will
continue to demand better experiences on mobile communications wherever they
are. A consistent service experience is expected in all scenarios, including ultra-
dense scenarios such as stadiums, open-air gatherings and concerts, and high-speed
moving scenarios such as high-speed trains, vehicles and subways.

The total number of devices connected by global mobile communications
networks will reach 100 billion in the future. By 2020, it is predicted that the number
of mobile terminals around the world will surpass ten billion, of which China will
contribute over two billion, as shown in Fig. 4.
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Fig. 4 2010–2030 growth of
mobile device

2.2 Use Cases of Internet of Things

The IoT has extended the scope of mobile communications services from inter-
personal communications to interconnection between tings (smart devices), and
between people and things, allowing mobile communications technologies to
penetrate into broader industries and fields. By 2020 and beyond, applications
such as mobile health, Internet of Vehicles (IoV), smart home, industrial control,
and environmental monitoring will drive the explosive growth of IoT applications,
facilitating hundreds of billions of devices to connect to a network creating a true
“Internet of Everything”. This will give rise to emerging industries of a unprece-
dented scale and instill infinite vitality to mobile communications. Meanwhile, the
massive number of interconnected devices and the diversified IoT services will
also pose new challenges to mobile communications. The potential IoT use cases
include:

– Smart Grid and critical infrastructure monitoring
– Environmental monitoring
– Smart agriculture
– Smart metering
– eHealth services
– Remote object manipulation like remote surgery
– Automotive driving/Internet of vehicles
– Smart wearables, like sports and fitness
– Sensor networks
– Mobile video surveillance
– Smart cities
– Smart transportation
– Smart home
– Industrial control

IMT-2020 (5G) Promotion Group has estimated the number of IoT devices in
future years as shown in Fig. 5. It is projected that the total number of devices
connected by the global mobile communications network will reach 100 billion in
the future. By 2020, the number of mobile terminals around the world will surpass
ten billion, of which China will contribute over two billion. The number of IoT
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Fig. 5 2010–2030 growth of IoT connections

connections will also expand rapidly, reaching the size of global population of seven
billion by 2020. By 2030, the number of global IoT connections will reach 100
billion. Among all types of terminals, smart phones will contribute most traffic, and
IoT terminals will contribute less, even though the number of devices is much larger.

IoT is focused on communications between things and between things and
people, involving not only individual users, but also a large number of various
vertical industrial customers. IoT services types and relevant requirements of
IoT services are very diverse. For services such as the smart home, smart grid,
environmental monitoring, smart agriculture, and smart metering, the network will
be required to support a massive amount of device connections and frequently-
occurring small data packets. Services like video surveillance and mobile health
will have strict requirements on transmission rates, while services such as IOV
and industrial control will demand millisecond-level latency and nearly 100 %
reliability. In addition, many IoT devices may be deployed in remote, or in areas
where transmission losses can be a problem, such as indoor corners, basements and
tunnels. Therefore, the coverage of mobile communications networks need to be
further enhanced. In order to penetrate into more IoT services, 5G should be more
flexible and more scalable, to support massive device connections and meet diverse
user requirements.

Users expect better and yet more cost-effective services and experiences with
mobile Internet and IoT. In addition to satisfying cost and experience demands, 5G
will also need to meet extremely high security requirements, particularly for services
such as e-banking, security monitoring, safe driving, and mobile health. 5G will also
be able to support lower power consumption to build greener mobile communication
networks and to enable much longer terminal battery life, especially for some IoT
devices.
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Fig. 6 5G use case families and related use case examples

2.3 Classification of 5G Use Cases

5G will support a large variety of use cases which are emerging now or will emerge
in the future. Different use cases have varying characteristic and requirements. It is
helpful to group countless emerging use cases into several use case families. Use
cases in each use case family share similar characteristic and requirements.

NGMN has developed 25 use cases for 5G as representative examples, which
are grouped into eight use case families. The following diagram [5] illustrates the
eight use case families with one example use case given for each family, and these
families and their corresponding use case examples are described in Fig. 6.

ITU-R has concluded three usage scenarios (use case groups) addressing differ-
ent use case characteristics in Fig. 7 [2]:

– Enhanced mobile broadband: Mobile broadband addresses human-centric
use cases for access to multi-media content, services and data. The demand
for mobile broadband will continue to increase, leading to enhanced mobile
broadband. The enhanced mobile broadband usage scenario will come with new
application areas and requirements in addition to existing mobile broadband
applications for improved performance and an increasingly seamless user
experience.

– Ultra-reliable and low latency communications: This use case has stringent
requirements for capabilities such as throughput, latency and availability. Some
examples include wireless control of industrial manufacturing or production
processes, remote medical surgery, distribution automation in a smart grid,
transportation safety, etc.
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Fig. 7 5G usage scenarios

– Massive machine type communications: This use case is characterized by a very
large number of connected devices typically transmitting a relatively low volume
of non-delay-sensitive data. Devices are required to be of low cost, and have a
very long battery life.

Similarly, IMT-2020 (5G) Promotion Group has proposed four technical scenar-
ios for 5G in Fig. 8 which are well in line with the three usage scenarios from
ITU-R. The main difference is that the eMBB scenario from ITU-R is divided into
two technical scenarios, i.e., the seamless wide-area coverage scenario and high-
capacity hot-spot scenario.

For the seamless wide-area coverage scenario, seamless coverage and medium to
high mobility are desired, with much improved user data rate compared to existing
data rates. However, the data rate requirement may be relaxed compared to the
hotspot scenario. For the high-capacity hot-spot scenario, i.e., for an area with high
user density, very high traffic capacity is needed, while the requirement for mobility
is low and the user data rate is higher than that of wide area coverage. For the wide
area coverage case, seamless coverage and medium to high mobility are desired,
with much improved user data rate compared to existing data rates. However, the
data rate requirement may be relaxed compared with the hotspot.

Figure 9 shows the mapping from the eight use case families proposed by NGMN
to the three usage scenarios defined by ITU-R. The eMBB usage scenario consists
of broadband access in dense areas, broadband access everywhere, higher user
mobility and broadcast-like services. URLLC consists of extreme real-time com-
munications, lifeline communications and ultra-reliable communications. mMTC
corresponds to massive Internet of Things.



12 D. Jiang and G. Liu

Fig. 8 Technical scenarios for 5G

Fig. 9 Mapping eight use case families to three use scenarios

3 High-Level Key Capabilities

IMT-2020 (5G) PG groups the 5G high-level requirements into several performance
indicators and efficiency indicators. The key performance indicators for 5G include
the user experienced data rate, connection density, end-to-end delay, traffic volume
density, mobility, and peak date rate. Their definitions are listed in Table 1. The value
for each performance indicator and the relevant scenario are illustrated in Fig. 10.
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Table 1 5G Performance indicators

Performance indicators Definition

User experienced data rate (bps) Minimum achievable data rate for a user in real network
environment

Connection density (/km2) Total number of connected devices per unit area
End-to-end latency (ms) Duration between the transmission of a data packet from the

source node and the successful reception at destination node
Traffic volume density (bps/km2) Total data rate of all users per unit area
Mobility (km/h) Relative speed between receiver and transmitter under

certain performance requirement
Peak date rate (bps) Maximum achievable data rate per user

Several problems are anticipated if today’s networks are used to handle the
explosive development of mobile Internet and IoT:

• The energy efficiency level, overall cost per bit and complexity of network
deployment and maintenance cannot effectively handle 1000 times traffic growth
and the massive number of connected devices in the next decade;

• Co-existence of multiple radio access technologies (RAT) causes increased
complexity and degraded user experience;

• Existing networks can not realize accurate monitoring of network resources and
effective awareness of services, and therefore they cannot intelligently fulfill the
diversified requirements of future users and services;

• Widely distributed and fragmented spectrum will cause interference and co-
existence complexity.

To solve these problems, 5G should have the following capabilities to achieve
sustainability. In terms of network construction and deployment, 5G networks
need to:

• Provide higher network capacity and better coverage, while decreasing the
complexity and cost of network deployment, especially the deployment of ultra-
dense networks.

• Have a flexible and scalable architecture to adapt to the diverse needs of users
and services.

• Make flexible and efficient use of various spectrum resources, including paired
and unpaired spectrum, re-farmed spectrum and new spectrum, low-frequency
and high-frequency bands, and licensed and unlicensed bands.

• Have stronger device-connection capabilities to deal with the access require-
ments of huge amounts of IoT devices.

In terms of operation and maintenance (O&M), 5G needs to:

• Improve network energy efficiency and the O&M cost-per-bit to cope with data
traffic growth and the diverse needs of various services and applications.
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Fig. 10 Challenging scenarios and performance indicators

• Reduce the complexity caused by the co-existence of multiple radio access
technologies, network upgrades, and the introduction of new features and
functions, to improve users’ experience.

• Make intelligent optimization based on awareness of users behaviors and services
contents

• Provide a variety of network security solutions to meet the needs of all types of
devices and services of mobile internet and IoT.
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Table 2 5G Key efficiency indicators

Efficiency indicators Definition

Spectrum efficiency
(bps/Hz/cell or bps/Hz/km2)

Data throughput per unit of spectrum resource per cell
(or per unit area)

Energy efficiency (bit/J) Number of bits that can be transmitted per joule of
energy

Cost efficiency (bit/U) Number of bits that can be transmitted per unit cost

Spectrum utilization, energy consumption and cost are the three key factors
which must be addressed in sustainable mobile communication networks. In order to
achieve sustainability, 5G needs to make significant improvements in the following
aspects (Table 2):

• Spectrum efficiency: 3–5 times
• Energy efficiency: 100C times
• Cost efficiency: 100C times

5G systems must dramatically outperform previous generation systems. 5G
should support

• User experienced data rate: 0.1–1 Gbps
• Connection density: one million connections per square kilometer
• End-to-end latency: millisecond level
• Traffic volume density: tens of Gbps per square kilometer
• Mobility: higher than 500 km per hour
• Peak data rate: tens of Gbps

Among these requirements, the user experienced data rate, connection density
and end-to-end latency are the three most fundamental ones. Meanwhile, 5G needs
to significantly improve the efficiency of network deployment and operations.
Compared with 4G, 5G should have 3–5 times improvement on spectrum efficiency
and more than 100 times improvement on energy and cost efficiency.

The performance requirements and efficiency requirements define the key capa-
bilities of 5G, which can be illustrated as a “blooming flower” depicted in Fig. 11.
The petals and leaves rely on each other. The petals represent the six key capabilities
in terms of performance and can fulfill the diverse requirements of future services
and scenarios. The leaves represent the three key capabilities in terms of efficiency,
and can guarantee the sustainable development of 5G. The top of each petal means
the maximum value of the corresponding capability.

The key capabilities of IMT-2020 defined by ITU-R are shown in Fig. 12,
compared with those of IMT-Advanced. The values for each key capability are
shown in Table 3.

All key capabilities may to some extent be important for most use cases, and the
relevance of certain key capabilities may be significantly different, depending on the
use cases/scenario. The importance of each key capability for the usage scenarios
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Fig. 11 5G key capabilities

Fig. 12 Enhancement of key capabilities from IMT-Advanced to IMT-2020



An Overview of 5G Requirements 17

Table 3 5G Key capabilities and values from ITU-R

Key capabilities Values

Peak data rate 20 Gbps
User experienced data rate 0.1–1 Gbps
Latency 1 ms over-the-air
Mobility 500 km/h
Connection density 106/km2

Energy efficiency 100 times compared with IMT-Advanced
Spectrum efficiency 3–5 times compared with IMT-Advanced
Area traffic capacity 10 Mbit/s/m2

Fig. 13 Importance of key capabilities in different usage scenarios

enhanced mobile broadband, ultra-reliable and low latency communication and
massive machine-type communication is illustrated in Fig. 13. This is done using
an indicative scaling in three steps as “high”, “medium” and “low”.

In the enhanced mobile broadband scenario, the user experienced data rate, area
traffic capacity, peak data rate, mobility, energy efficiency and spectrum efficiency
all have high importance, but mobility and the user experienced data rate would not
have equal importance simultaneously in all use cases. For example, in hotspots, a
higher user experienced data rate, but a lower mobility, would be required than in
the wide area coverage case.

In the ultra-reliable and low latency communications scenarios, low latency is
of highest importance, e.g., safety critical applications. Such capability would be
required in some high mobility cases as well, e.g., transportation safety, while high
data rates could be less important.
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In the massive machine type communication scenario, high connection density is
needed to support a tremendous number of devices in the network that may transmit
only occasionally, at low bit rate and with zero/very low mobility. A low cost device
with long operational lifetime is vital for this usage scenario.

4 Deployments Scenarios

Use cases will be delivered across a wide range of environments. To facilitate the
study of 5G requirements and provide guidance to 5G technical design, several
typical deployment scenarios need to be specified.

3GPP has started study on scenarios and requirements for next generation access
technologies [6] in December 2015. After three months’ study, there are totally
10 deployment scenarios specified for 5G in RAN plenary meeting in March
2016. 7 deployment scenarios including indoor hotspot, dense urban, rural, urban
macro, high speed, extreme rural for the provision of minimal services over long
distances and extreme rural with extreme long range are proposed mainly for
eMBB, 1 deployment scenario, urban coverage for massive connection is proposed
for mMTC, 2 deployment scenarios including highway scenario (for Internet of
vehicles) and urban grid for connected car are proposed for URLLC. Some eMBB
deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or
some specific evaluation tests (e.g., link-level simulation) can be developed to check
whether the requirements can be achieved.

High-level descriptions on deployment scenarios including carrier frequency,
aggregated system bandwidth, network layout including Inter-Site-Distance (ISD),
UE distribution, UE moving speed and service profile are proposed in the following
sections.

• Indoor hotspots

The indoor hotspot deployment scenario focuses on small coverage per cell
and high user throughput or user density in buildings. The key characteristics of
this deployment scenario are high capacity, high user density and consistent user
experience indoor.

This scenario represents indoor offices with a total area of 120 m� 50 m. 12
small cells are deployed with an ISD of 20 m. The BS antenna height is 3 m. The
carrier frequency options include 4 GHz, around 30 and 70 GHz. The bandwidth
for 4 GHz is up to 200 MHz. The bandwidth for around both 30 and 70 GHz is up
to 1 GHz. 10 users per cell are distributed uniformly and all users are indoors with
3 km per hour velocity. Full buffer and/or burst traffic model is assumed.

• Dense urban

The dense urban heterogeneous deployment scenario focuses on macro cells with
micro cells and high user densities and traffic loads in city centres and dense urban
areas. The key characteristics of this deployment scenario are high traffic loads,
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outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited,
using macro TRPs with or without micro cells. A continuous cellular layout and the
associated interference shall be assumed.

The ISD for the macro cells is 200 m. There are 3 micro cells per macro cell.
The macro BS antenna height is 25 m and micro BS antenna height is 10 m. The
carrier frequency for macro cell is 4 GHz. The carrier frequencies for micro cell
include 4 GHz, around 30 GHz and around 70 GHz. The bandwidth for 4 GHz is
up to 200 MHz and bandwidth for both around 30 GHz and around 70 GHz is up to
1 GHz. Full buffer and/or burst traffic model is assumed. 10 UEs are distributed per
micro sector. 80 % users are indoor with a moving speed of 3 km per hour and 20 %
is in cars with a velocity of 30 km per hour.

• Urban macro

The urban macro homogeneous deployment scenario focuses on large cells and
continuous coverage. The key characteristics of this scenario are continuous and
ubiquitous coverage in urban areas. This scenario will be interference-limited, using
macro TRPs (i.e. radio access points above rooftop level).

The ISD in this scenario is 500 m. The BS antenna height is 35 m. The carrier
frequency is 4 GHz, 2 GHz, and around 30 GHz. The bandwidth for 4 GHz is up
to 200 MHz and bandwidth for 2 GHz is up to 100 MHz. Full buffer and/or burst
traffic model is assumed. 10 UEs are distributed per cell. 80 % users are indoor with
3 km per hour velocity and 20 % is in cars with 30 km per hour velocity.

• Rural

The rural deployment scenario focuses on larger and continuous coverage. The
key characteristics of this scenario are continuous wide area coverage supporting
high speed vehicles. This scenario will be noise-limited and/or interference-limited,
using macro TRPs.

The ISD in this scenario is 1732 m or 5000 m. The BS antenna height is 35 m.
The carrier frequency is 700 MHz. The bandwidth is up to 20 MHz. Full buffer
and/or burst traffic model is assumed. 10 UEs are distributed per cell. 50 % users
are indoors with 3 km per hour velocity and 50 % is in cars with 120 km per hour
velocity.

4 GHz and 2 GHz frequency are also considered in this scenario.

• High speed

The high speed deployment scenario focuses on continuous coverage along track
in high speed trains. The key characteristics of this scenario are consistent user
experience with very high mobility. In this deployment scenario, dedicated linear
deployment along railway line is considered and UEs are located in train carriages.
If the antenna of relay node for eNB-to-Relay is located at top of one carriage of the
train, the antenna of relay node for Relay-to-UE could be distributed to all carriages.
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• Extreme rural for the provision of minimal services over long distances

The extreme rural deployment scenario is defined to allow the provision of
minimal services over long distances for low average revenue per user (ARPU) and
low density areas including both humans and machines. The key characteristics of
this scenario are macro cells with very large area coverage supporting basic data and
voice services, with low to moderate user throughput and low user density.

• Extreme rural with extreme long range

The extreme rural long range deployment scenario is defined to allow for the
provision of services for very large areas such as wilderness or areas with only
highways. The key characteristics of this scenario are macro cells with very large
area coverage supporting basic data speeds and voice services, with low to moderate
user throughput and low user density.

• Urban coverage for massive connection

The urban coverage for massive connection scenario focuses on large cells and
continuous coverage to provide mMTC. The key characteristics of this scenario
are continuous and ubiquitous coverage in urban areas, with very high connection
density of mMTC devices. This deployment scenario is for the evaluation of the KPI
of connection density.

• Highway scenario

The highway deployment scenario focuses on scenario of vehicles on highways
with high speeds. The main KPIs evaluated under this scenario include reliabil-
ity/availability under high speeds/mobility (and thus frequent handover operations).

• Urban grid for connected car

The urban macro deployment scenario focuses on the scenario of highly dense
deployed vehicles placed in urban areas. It can cover the scenario where freeways
lead through an urban grid. The main KPI evaluated under this scenario are
reliability/availability/latency in high network load and high UE density scenarios.

5 Detailed Technical Requirements

• Peak data rate

Peak data rate is the highest theoretical data rate which is the received data
rate assuming error-free conditions assignable to a single mobile station, when all
assignable radio resources for the corresponding link direction are utilized (i.e.,
excluding radio resources that are used for physical layer synchronization, reference
signals or pilots, guard bands and guard times).
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The target for peak data rates are 20 Gbps for downlink and 10 Gbps for uplink.

• Peak spectral efficiency

Peak spectral efficiency is the highest theoretical data rate (normalized by band-
width), which is the received data rate assuming error-free conditions assignable to
a single mobile station, when all assignable radio resources for the corresponding
link direction are utilized (i.e., excluding radio resources that are used for physical
layer synchronization, reference signals or pilots, guard bands and guard times).

The targets for peak spectral efficiency are 30 bps/Hz for downlink and 15 bps/Hz
for uplink.

Higher frequency bands imply higher bandwidths but lower spectral efficiency,
while lower frequency bands results in lower bandwidths but higher spectral
efficiency. Thus, the peak data rate cannot be directly derived from the peak spectral
efficiency and bandwidth multiplication.

• Bandwidth

Bandwidth means the maximal aggregated total system bandwidth. It may be
supported by a single or multiple RF carriers.

The value for this KPI is for further study.

• Control plane latency

Control plane latency refers to the time to move from a battery efficient state
(e.g., IDLE) to the start of continuous data transfer (e.g., ACTIVE).

The target for control plane latency should be 10 ms.

• User plane latency

The time taken to successfully deliver an application layer packet/message from
the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU
egress point via the radio interface in both the uplink and downlink directions, where
neither device nor base station reception is restricted by DRX.

For URLLC the target for user plane latency should be 0.5 ms for UL and 0.5 ms
for DL. Furthermore, if possible, the latency should also be low enough to support
the use of next-generation access technologies as a wireless transport technology
that can be used within the next-generation access architecture.

For other cases, the target for user plane latency should be 4 ms for UL and 4 ms
for DL.

• Latency for infrequent small packets

For infrequent application layer small packet/message transfer, the time it takes
to successfully deliver an application layer packet/message from the radio protocol
layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3
SDU egress point in the RAN, when the mobile device starts from its most “battery
efficient” state.
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• Mobility interruption time

Mobility interruption time means the shortest time duration supported by the
system during which a user terminal cannot exchange user plane packets with any
base station during transition.

The target for mobility interruption time should be zero.
This KPI is for intra-system mobility.

• Inter-system mobility

Inter-system mobility refers to the ability to support mobility between the IMT-
2020 system and at least one IMT system.

• Reliability

Reliability can be evaluated by the success probability of transmitting e.g., 20
bytes within 1 ms, which is the time it takes to deliver a small data packet from
the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU
egress point of the radio interface, at a certain channel quality (e.g., coverage-edge).

The target for reliability should be 1–10�5 within 1 ms.

• Coverage

“Maximum coupling loss” (MCL) on the uplink and downlink between device
and Base Station site (antenna connector(s)) for a data rate of 160 bps, where the
data rate is observed at the egress/ingress point of the radio protocol stack in uplink
and downlink.

The target for coverage should be 164 dB.

• UE battery life

The UE battery life is determined by the battery life of the UE without recharge.
For mMTC, the UE battery life in extreme coverage depends on the activity of
mobile originated data transfer consisting of 200 bytes UL per day followed by 20
bytes DL from MCL of 164 dB, assuming a stored energy capacity of 5 Wh.

The target for UE battery life is beyond 10 years.

• UE energy efficiency

UE energy efficiency means the capability of a UE to sustain much better mobile
broadband data rate while minimizing the UE modem energy consumption.

• Cell/Transmission Point/TRP spectral efficiency

TRP spectral efficiency is defined as the aggregate throughput of all users (the
number of correctly received bits, i.e., the number of bits contained in the service
data units (SDUs) delivered to Layer 3, over a certain period of time) divided by
the channel bandwidth divided by the number of TRPs. A three-sector site consists
of 3 TRPs. In case of multiple discontinuous “carriers” (one carrier refers to a
continuous block of spectrum), this KPI should be calculated per carrier. In this
case, the aggregate throughput, channel bandwidth, and the number of TRPs on the
specific carrier are employed.
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The target considered as a starting point for eMBB deployment scenarios is in
the order of 3� IMT-Advanced requirements for full buffer.

• Area traffic capacity

Area traffic capacity means total traffic throughput served per geographic area
(in Mbit/s/m2). This metric can be evaluated by two different traffic models, i.e.,
full buffer model and non-full buffer model.

Full buffer model:
The total traffic throughput served per geographic area (in Mbit/s/m2). The

computation of this metric is based on full buffer traffic.
Non-full buffer model:
The total traffic throughput served per geographic area (in Mbit/s/m2). Both the

user experienced data rate and the area traffic capacity need to be evaluated at the
same time using the same traffic model.

The area traffic capacity is a measure of how much traffic a network can carry
per unit area. It depends on the site density, bandwidth and spectrum efficiency. In
the special case of a single layer single band system, it may be expressed as:

area capacity
�
bps=m2

� D site density
�
site=m2

� � bandwidth .Hz/
� spectrum efficiency .bps=Hz=site/ :

Based on the above, it is proposed to use the spectrum efficiency results together
with the assumptions on the available bandwidth and site density in order to derive
a quantitative area traffic capacity KPI for information.

• User experienced data rate

User experienced data rate can be evaluated for non-full buffer traffic and for
full buffer traffic. Non-full buffer simulations are preferred for the evaluation of this
KPI.

For non-full buffer traffic, the user experienced data rate is 5 % of the user
throughput. User throughput (during active time) is defined as the size of a burst
divided by the time between the arrival of the first packet of the burst and the
reception of the last packet of the burst.

The target values for the user experienced data rate are associated with non-full
buffer evaluation. The non-full buffer user experienced data rate target is applicable
at the non-full buffer area traffic capacity traffic level.

For full buffer traffic, the user experienced data rate is calculated as:

user experienced data rate D 5% user spectrum efficiency � bandwidth

To improve user experienced data rates, 3GPP can develop standards with means for
high 5 % user spectrum efficiency. To this end, 5 % user spectrum efficiency gains in
the order of three times that IMT-Advanced are proposed. Furthermore, 3GPP can
develop standards with means for large bandwidth support. Towards this end, it is
proposed that at least 1 GHz aggregated bandwidth shall be supported.



24 D. Jiang and G. Liu

The available bandwidth and site density, which both have a strong impact on the
available user experienced data rates, are however beyond the control of 3GPP.

Based on this, the full buffer experienced user data rate is evaluated for
information without numerical requirements.

• 5th percentile user spectrum efficiency

5th percentile user spectrum efficiency means the 5 % point of the cumulative
distribution function (CDF) of the normalized user throughput. The (normalized)
user throughput is defined as the average user throughput (the number of correctly
received bits by users, i.e., the number of bits contained in the SDU delivered
to Layer 3, over a certain period of time, divided by the channel bandwidth and
is measured in bit/s/Hz. The channel bandwidth for this purpose is defined as
the effective bandwidth multiplies the frequency reuse factor, where the effective
bandwidth is the operating bandwidth normalized appropriately considering the
uplink/downlink ratio. In the case of multiple discontinuous “carriers” (one carrier
refers to a continuous block of spectrum), this KPI should be calculated per carrier.
In this case, the user throughput and channel bandwidth on the specific carrier are
employed.

The target considered as a starting point for eMBB deployment scenarios is in
the order of 3� IMT-Advanced requirements for full buffer.

• Connection density

Connection density refers to the total number of devices fulfilling specific QoS
per unit area (per km2). QoS definition should take into account the amount of data
or access request generated within a time X (to be studied in future) that can be sent
or received within a given time, Y (to be studied in future), with Z% (to be studied
in future) probability.

The target for connection density should be 1,000,000 device/km2 in the urban
environment.

• Mobility

Mobility means the maximum user speed (km/h) at which a defined QoS can be
achieved.

The target for mobility target is 500 km/h.

• Network energy efficiency

The capability is to minimize the RAN energy consumption while providing
much better area traffic capacity.

Qualitative KPIs as the baseline and quantitative KPI are for further study.
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6 Requirements for RAN Architecture

The RAN design for the Next Generation Radio Access Technologies shall be
designed to fulfill the following requirements:

– The RAN architecture shall support tight interworking between the new RAT and
LTE.

– Considering high performing inter-RAT mobility and aggregation of data flows
via at least dual connectivity between LTE and new RAT. This shall be supported
for both collocated and non-collocated site deployments;

– The RAN architecture shall support connectivity through multiple transmission
points, either collocated or non-collocated;

– The RAN architecture shall enable the separation of control plane signaling and
user plane data from different sites;

– The RAN architecture shall support interfaces supporting effective inter-site
scheduling coordination;

– Different options and flexibility for splitting the RAN architecture shall be
allowed;

– The RAN architecture shall allow for deployment flexibility e.g., to host relevant
RAN, CN and application functions close together at the edges of the network,
when needed, e.g., to enable context aware service delivery, low latency services,
etc;

– The RAN architecture shall allow for C-plane/U-plane separation;
– The RAN architecture shall allow deployments using Network Function Virtual-

ization;
– The RAN architecture shall allow for the RAN and the CN to evolve indepen-

dently;
– The RAN architecture shall allow for the operation of Network Slicing;
– The RAN architecture shall support sharing of the RAN between multiple

operators;
– The design of the RAN architecture shall allow for rapid and efficient deployment

of new services;
– The design of the RAN architecture shall allow the support of 3GPP defined

service classes (e.g. interactive, background, streaming and conversational);
– The design of the RAN architecture shall enable lower CAPEX/OPEX with

respect to current networks to achieve the same level of services;
– RAN-CN interfaces and RAN internal interfaces (both between new RAT logical

nodes/functions and between new RAT and LTE logical nodes/functions) shall
be open for multi-vendor interoperability;

– The RAN architecture shall support operator-controlled sidelink (device-to-
device) operation, both in coverage and out of coverage.
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7 Chapter Summary

Mobile Internet and IoT are the two main market drivers in the future development
of mobile communications, and they will provide a broad range of prospects for 5G.
There will be a massive number of use cases in 5G era, such as augmented reality,
virtual reality, remote computing, eHealth services, automotive driving and so on.
All these use cases can be grouped into three categories, i.e., eMBB, mMTC
and URLLC. To facilitate the study of 5G requirements and provide guidance to
5G technical design, several typical deployment scenarios are specified including
indoor hotspots, dense urban, urban macro, rural and high-speed scenarios.

This chapter also presents high-level key capabilities and detailed technical
requirements for 5G. 5G will be able to sustainably satisfy the requirement of
thousands of times mobile data traffic growth. 5G will provide users with fiber-like
access data rate and “zero” latency user experience. It will be capable of connecting
100 billion devices. 5G will be able to deliver a consistent experience across a
variety of scenarios including the cases of ultra-high traffic volume density, ultra-
high connection density and ultra-high mobility. 5G will also be able to provide
intelligent optimization based on services and user awareness, and will improve
energy and cost efficiency by over a hundred times, enabling us all to realize the
vision of 5G—“Information a finger away, everything in touch”.
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Tan Wang, Gen Li, Biao Huang, Qingyu Miao, Jian Fang, Pengpeng Li,
Haifeng Tan, Wei Li, Jiaxin Ding, Jingchun Li, and Ying Wang

Abstract In 5G vision, the spectrum issue is one of the most important parts.
Governments, agencies, standardization organizations and research institutions from
many countries pay high attention to the 5G spectrum strategies. The appeals
for international harmonized spectrum and full band spectrum access are intense,
the range of which are possibly from 0-100GHz. This chapter addresses the
current spectrum for mobile communications, the future spectrum demand, possible
candidate frequency bands and spectrum management considerations. Information
from international and regional telecommunications such as ITU, CEPT, APT, and
also from different countries are collected and analyzed. Some academic views are
also provided for future work.

1 Introduction

Mobile communication has gone deep into people’s lives. For the year 2020 and
beyond, all kinds of new services will continue to emerge, mobile data traffic will
show explosive growth, and connections from terminals will increase exponentially.
With the rapid development of Mobile Internet and Internet of Things, the 5G will
be integrated into each field of the society in the future, and construct a full range of
information ecosystem, providing a broad prospect.

Spectrum is the one of the most valuable resource for mobile communications.
Among the 5G studies and pre-standardization works, the spectrum issue is one of
the most important parts. In this context, the global 5G research institutions pay
high attention to the research on spectrum, such as EU FP7 METIS project [1] and
China’s IMT-2020 Promotion Group [http://www.imt-2020.org.cn/zh]. In addition,
some countries put the spectrum for next generation of mobile communication in
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Fig. 1 General consideration of spectrum for 5G

a prominent position [2, 3]. Furthermore, in the framework of ITU, the ITU-R
study groups (e.g., WP 5D) and related regional telecommunication organizations
(including ASMG, APT, CEPT, CITEL, RCC, ATU and so on) are actively
conducting studies for 5G spectrum.

According to current research, generally, spectrum below 6 GHz is the best
resource in the near future [4]. These bands mainly include re-farmed 2G/3G spec-
trum, identified frequency band for IMT in Radio Regulations and also WRC-15
candidate bands. However, due to its scarcity and increasingly difficulty to realize
international harmonization after WRC-15, it is the time to seek spectrum above
6 GHz, as shown in Fig. 1. The 5G spectrum solution will be a comprehensive
outcome, indicating combinations of different frequency ranges for different sce-
narios. It is expected that 5G requires more in the total amount, wider with respect
to individual bandwidths, greater in the range and more flexible in the usage and
management pattern.

In this chapter, 5G spectrum related issues are investigated, discussed and
summarized, taking typical regions and countries as examples around the world
including Asia-Pacific, Europe and Americas. In Sect. 2, the current used spectrum
for mobile communication is described. Section 3 focuses on the 5G spectrum
demand, followed by the 5G potential candidate frequency bands in Sect. 4. Some
new ideas in 5G spectrum management are investigated in Sect. 5 to give some food
for thought. We conclude this chapter in Sect. 6.

2 Current Spectrum for Mobile Communications

The sharing of information on frequency allocation and spectrum usages will be
beneficial to reach harmonization on spectrum usages among all countries around
the world, especially for mobile communications. Moreover, as described in Sect. 4,
the current allocated spectrum for International Mobile Telecommunication (IMT)
is an important part of 5G candidate spectrum. In this regard, this chapter starts
with the usage status of mobile communication spectrum. In different countries,
due to the different development stages of mobile communication industry, the total
amount of spectrum, different frequency ranges for 2G/3G/4G vary widely, but also
reflects a certain degree of consistency.

Take the situation of Asia as the first step. In Asia, it was agreed to develop
an APT Report on information of mobile operators’ frequencies, technologies and
license durations in Asia Pacific countries [5]. The APT report is a compilation
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Table 1 Operators, frequency bands, used technology and license duration of Japan

Japan

Frequency band (MHz)

Operator Uplink Downlink Technology License duration

NTT DoCoMo, Inc. 728–738 783–793 LTE Period: 5 years (Note)

830–845 875–890 WCDMA/LTE

1447.9–1462.9 1495.9–1510.9 LTE

1764.9–1784.9 1859.9–1879.9 WCDMA/LTE

1940–1960 2130–2150 WCDMA/LTE

3480–3520 (TDD) LTE

KDDI Corporation 718–728 773–783 LTE

815–830 860–875 CDMA2000/LTE

1437.9–1447.9 1485.9–1495.9 LTE

1920–1940 2110–2130 CDMA2000/LTE

3520–3560 (TDD) LTE

Softbank Mobile
Corp.

900–915 945–960 WCDMA/LTE

1427.9–1437.9 1475.9–1485.9 WCDMA

1960–1980 2150–2170 WCDMA/LTE

3560–3600 (TDD) LTE

Ymobile Corp. 738–748 793–803 LTE

1749.9–1764.9 1844.9–1859.9 WCDMA/LTE

Ymobile Corp. 1884.5–1915.7 (TDD) PHS

Wireless City
Planning Inc.

2545–2575 (TDD) AXGP (Advanced
eXtended Global
Platform)

UQ Communications
Inc.

2595–2645 (TDD) WiMAX/WiMAX2C

Note: License is granted to Base Station each. Expiration date of license for each station is different

of responses to the Questionnaire and up to now includes information from 26
members such as Australia, China, India, Iran, Japan, Korea, and Thailand, etc. One
example with relatively new information is shown in Table 1.

For US, the public mobile communications spectrum is mainly reflected in Title
47 Telecommunication [http://reboot.fcc.gov/reform/systems/spectrum-dashboard].
As for Europe, the ECC is in response of developing European common positions
and proposals for efficient use of radio spectrum in the framework of international
and regional bodies. A European Table of Frequency Allocations and Applications
(ECA Table) [6] is provided by CEPT.

In general, the frequency table for mobile communication in countries can be
found in national official publications or output documents in regional organiza-
tions. It is shown that almost all the frequency ranges are focus on the spectrum
below 3 GHz. Another observation from these data is that generally the amount of
spectrum currently used for mobile communications is several hundred megahertz.

http://reboot.fcc.gov/reform/systems/spectrum-dashboard
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3 5G Spectrum Demand

Every few years, ITU-R sets up agenda items in advance to study the future
spectrum demand for IMT, and to support the consideration of additional spectrum
allocations. Currently, ITU-R has already finished the study on IMT spectrum
demand towards the year 2020. Some countries have also started the study on
spectrum demand beyond 2020.

3.1 Demand in the Year 2020

How to calculate IMT spectrum demands? Generally, a methodology starts with an
analysis of future market and traffic volume, moves on to calculate and distribute
the traffic on different RATs, and then calculates the required capacity, before
concluding the estimation. The actual calculation process can be very complicated,
when there are a variety of traffic types, different environments and multiple cell
types of different RATs. For example, imagine how to estimate the data rates of a
high quality video streaming user located in indoor offices, connecting with future
5G small cells, in the year 2025.

Many countries have made contributions to the calculation methodology and
output results. Table 2 summarizes national spectrum requirements as provided
by some countries and organizations during the study of ITU-R, in the form of
total amount for all the operators in one country [7]. It should be noted that
these national spectrum requirements have differences in the methodology used
and assumptions made (e.g., differences in traffic/radio-aspects related parameters,
differences in estimation year, differences in estimates based on whether the
spectrum requirements are total or additional, etc.).

Some of them, such as GSMA (GSM Association) and UK, focused on the
improvements of existing ITU-R method specified in Recommendation M.1768-1.

The methodology of Recommendation ITU-R M.1768-1 is developed by ITU-R
Study Group, which is used in WRC-07 to calculate the spectrum demand in the
future. The methodology provides the spectrum requirements of IMT as a whole,
and divided between two radio access technique groups (RATGs):

• RATG 1: Pre-IMT systems, IMT-2000 and its enhancements;
• RATG 2: IMT-Advanced.

The methodology reflects certain recent advances in IMT technologies and the
deployment of IMT networks such as the introduction of spectrum sharing between
the macro and micro cell layers in IMT Advanced, and the introduction of a new
spectrum granularity parameter for IMT systems.

Figure 2 summarizes the steps of the calculation algorithm employed in Recom-
mendation ITU-R M.1768-1 in conjunction with relevant input parameters (detailed
descriptions of these parameters are provided in Sect. 4) [7]. The methodology starts
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Step 1: Defini�ons

Step 2: Analyse collected
market data

Step 3: Calculate traffic
demand

Step 4: Distribute traffic

Step 5: Calculate system
capacity

Step 6: Calculate unadjusted
spectrum requirement

Step 7: Apply adjustments

Step 8: Calculate aggregate
spectrum requirements

Step 9: Final spectrum
requirements

Methodology flow chart

Radio Access Technology Groups (RATGs)

Radio Environments (REs)
Service Categories (SCs)
Service Environments (SEs)

Teledensities
Rep. ITU-R M.2072
Rep. ITU-R M.2243

User density
Session arrival rate per user
Mean service bit rate
Average session duration
Mobility ratio

Population coverage percentage
Distribution ratio among available RATGs

Mean IP packet size
Second moment of IP packet size

Mean delay
Blocking probability

Input parameters and
defini�ons

J-values for mapping of mobility classes

Guardband between operators

Supported mobility classes

Area spectral efficiency

Spectrum granularity

Minimum deployment per operator
per radio environment

Cell/sector area

Application data rate

Support for multicast

Market 
attribute 
settings

Number of overlapping network
deployments

Fig. 2 Steps of calculation algorithm and relevant input parameters [3]

from market studies that characterize all of the traffic carried by IMT and other
mobile systems, corresponding to Steps 2–3. In Step 4, the total traffic obtained
from the market studies is distributed among different radio environments (cell
layers) and RATGs according to factors such as traffic characteristics (required data
rates and user mobility), RATG capabilities (supported data rates, available cell
types and their coverages), etc. The system capacity required to carry the offered
traffic is then calculated in Step 5 using separate capacity calculation algorithms
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Table 3 Total spectrum requirements for both RATG 1 and RATG 2 in the
year 2020 [7]

Total spectrum requirements RATG 1 RATG 2 RATGs 1 and 2

Lower user density settings 440 MHz 900 MHz 1340 MHz
Higher user density settings 540 MHz 1420 MHz 1960 MHz

for reservation-based traffic and packet-based traffic respectively. Initial spectrum
estimates are obtained from the capacity requirements by dividing the latter by
the spectral efficiencies (Step 6). Then, adjustments are made to take into account
network deployments with the spectrum requirements being aggregated over the
relevant deployments (Steps 7–8). Finally, the methodology outputs the overall
spectrum requirements of RATG 1 and RATG 2, which collectively denote IMT
systems (Step 9).

There are differences in the markets and deployments and timings of the
mobile data growth in different countries. Therefore, two settings are developed to
characterize lower and higher user density settings. These two sets of market study
input parameter values are considered in the calculations to characterize differences
in the user densities in different countries. Table 3 shows the calculated spectrum
requirements for both RATGs 1 and 2.

In some countries, national spectrum requirement can be lower than the estimate
derived by lower user density settings and in some other countries, national
spectrum requirement can be higher than the estimate derived by higher user density
settings.

Besides using existing methodologies, there are also original methodologies
proposed by US [8], Australia [9], Russia [10] and so on. These methodologies are
reflected as case studies based on national considerations. In the following, a brief
example is shown from China, which is conducted from the IMT-2020 Promotion
Group.

The main point of the new method is to estimate the upper bound of demand.
In fact, it is proved by the operational data that the area which has the largest
spectrum demand is always in metropolises. When requirements of such a scenario
are satisfied, the solution might be applicable for others as well. In the calculation,
a typical hotspot zone in Beijing is selected as the research area. To gather the
historical data within, the government issued an investigation letter to all network
operators. The data survey is based on the operator’s network management system
in China, which is a major difference between the proposed method and other
international methods. Supported by these first-hand data, analyses are made to
estimate the traffic increase, traffic distribution and Base Station (BS) deployments
in the future. The general flow chart of the methodology is shown in Fig. 3.
According to the calculation, the total IMT spectrum demand in China is 1350–
1810 MHz in 2020 [11], which are a little different from but similar with the result
from the calculation by M.1768-1 (1490–1810 MHz).
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Fig. 3 Flow chart of the spectrum demand methodology proposed by China, where a
3.7 km � 2.6 km square area around Beijing Financial Street is selected as the typical dense traffic
area [4]

The obtained estimation results regardless from different methods are huge.
Compared with current identified spectrum for IMT in different countries, there
are still several hundred to even 1000 MHz deficit. Moreover, in the period of 5G
commercialization after 2020, the total spectrum demand may continue to increase.

3.2 Demand Beyond the Year 2020

The above result is, to some extent, a total amount of spectrum and the range
depends on the assumptions made in the estimation process. However, in view of
5G beyond 2020, it is probably difficult to measure the new demand only in a total
number. For example, in 5G indoor high traffic scenarios, in order to achieve high
peak data rates, the demand for frequency bandwidth may be up to several GHz. This
can be solved by using higher frequencies and denser deployments [12]. But these
solutions may not be the best choice for outdoor wide area scenarios. Therefore, it
will be useful to separately estimate how much spectrum is required for coverage,
capacity, performance and connections for each 5G scenario as Fig. 4 shows, to
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Fig. 4 A scenario-based solution for spectrum demand in 2030 [http://www.imt-2020.org.cn/zh]

perform a mapping onto different frequency bands, such as bands below 1 GHz,
between 1 and 6 GHz and above 6 GHz. It may be believed that the results from
different scenarios will vary a lot.

Generally, the 5G spectrum demand estimation will be a comprehensive out-
come, indicating spectrum solutions for different scenarios. It is expected that 5G
requires more in the total amount, wider with respect to individual bandwidths,
greater in the range and more flexible in the usage pattern.

4 5G Candidate Frequency Bands

Is the world ready to provide sufficient frequency bands for 5G? From the study
point of view, the potential bands can be divided into two parts: bands below 6 GHz
and above [4].

4.1 Spectrum Below 6 GHz

For wireless communications, lower frequencies provide better coverage. Currently,
almost all countries are using spectrum below 6 GHz for IMT systems. Besides
achieving high data rates, it is also necessary to guarantee wide-area coverage and
outdoor-to-indoor coverage in 5G. Therefore, spectrum below 6 GHz forms a very
important part for the 5G spectrum solution. Potential 5G spectrum below 6 GHz
includes the following aspects:

• Spectrum re-farming

In order to realize the benefits of new generation of mobile communication systems,
regulators need to deliver efforts to enable re-farming of spectrum in the frequency
band occupied by the old ones.

http://www.imt-2020.org.cn/zh
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Fig. 5 Frequency bands used for mobile technology in China (CT: China Telecom, CM: China
Mobile, CU: China Unicom)

Taking China as an example, up to Feb. 2016, 517 MHz been allotted to three
operators for eight networks, as shown in Fig. 5. For the two operators authorized
for LTE hybrid network, China Telecom has 2� 15 MHz spectrum for LTE FDD,
while China Unicom only has 2� 10 MHz in the beginning. Market competition
has prompted Chinese Unicom to accelerate the pace of 2G spectrum re-farming
for 3G and 4G networks. On the other hand, owing the world largest TD-LTE
network, China Mobile has also expressed willingness to re-farm 2G spectrum for
LTE FDD.

When 5G is put into use, it is expected that some spectrum from the old
generation could be re-farmed for it as well. However, re-farming does not increase
the total spectrum amount.

• Identified spectrum

In the past ITU-R studies, sometimes it is difficult to reach global or even regional
agreement for the usage of some frequency bands. Therefore some Resolutions from
WRC will not modify the Table of Frequency Allocations uniformly, but usually
take effect in the form of adding footnotes for some countries. There are many cases
for IMT frequency bands planning in this way.

For example, footnote 5.432A specifies that “In Korea (Rep. of), Japan and
Pakistan, the band 3400–3500 MHz is identified for International Mobile Telecom-
munications (IMT). This identification does not preclude the use of this band by any
application of the services to which it is allocated and does not establish priority in
the Radio Regulations : : : ”

However, some identified IMT spectrum is not for immediate use. For example,
in Regulations of Radio Frequency Division of China, there are several frequency
bands identified for IMT specified in footnote CHN28 such as 2300–2400 MHz
and 3400–3600 MHz [13], but only when the compatibility studies are finished.
Currently in China, LTE-Hi (LTE Hotspot/indoor) is proposed to meet the coverage
requirement of hotspot and indoor scenarios. Compared with current IMT, LTE-Hi
is targeting higher frequency, including 3400–3600 MHz.
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For 2300–2400 MHz, after careful studies, IMT systems have proven the
capability of coexisting with radio location services, but only limited to indoor use.
This band has been assigned in Dec. 2013, for deploying TD-LTE systems.

Nevertheless, other frequency bands are still to be studied with respect to compat-
ibility before official use. For example, 3400–3600 MHz is already used as extended
C band for satellite services in China, since it can provide better propagation
characteristics against the rain attenuation than higher frequency bands. Therefore,
up to now, allowing this band for IMT systems needs further demonstration and
coordination.

• New frequency bands after WRC-15

In accordance with resolves to invite ITU-R 2 of Resolution 233 (WRC-12), there
are 19 candidate frequency bands proposed for IMT from different administrations,
in the framework of WRC-15 Agenda Item (AI) 1.1 [14], as shown in Fig. 6.

These frequency bands are considered as potential candidate frequency bands
from among the suitable frequency ranges provided by the ITU-R. These frequency
bands were proposed by one or more administrations and were studied by the ITU-
R. For a frequency band to be included, the ITU-R JTG 4-5-6-7 developed the
following criteria: it must have been proposed by an administration and have been
studied.

In studying AI 1.1, inputs were received reflecting views on certain frequency
ranges/bands. Some of the views are listed in Table 4. Studies related to various
frequency bands (studies initiated, carried out, not completed, completed), as well
as an overview of which services were and were not studied for each band, are
addressed in [14].

Different administrations or regions may have different considerations in sup-
porting these frequency bands. The final results could be found in Provisional Final
Acts of WRC-15 [15]. It shows that, to realize global harmonization, it is necessary
to achieve further regional convergence.

Fig. 6 Possible candidate bands in WRC-15 Agenda Item 1.1 before the conference
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Table 4 Views on suitable frequency ranges/bands

Viewsa

Frequency ranges (MHz) EU US Russia Japan Korea China

1 470–694/698 s
p � � p

2 1350–1400 � �
3 1427–1452

p � � p
4 1452–1492

p � � p p
5 1492–1518

p � � p
6 1518–1525 � � � p
7 1695–1710 � p �
8 2700–2900 � s �
9 3300–3400 � p
10 3400–3600

p
s � p p �

11 3600–3700
p

s � p p �
12 3700–3800

p
s � p p �

13 3800–4200 � s � p p �
14 4400–4500 � p p
15 4500–4800 � p �
16 4800–4990 � p p p
17 5350–5470 � p
18 5725–5850 s
19 5925–6425 s

p �
a
p

: support, �: oppose, s: study

Spectrum below 6 GHz are the best resources for IMT in the near future.
However, due to its scarcity and increasingly difficulty to realize international
harmonization, it is the time to seek spectrum above 6 GHz.

4.2 New Spectrum After WRC-15, Especially the Bands
Above 6 GHz

Traditionally, spectrum usage above 6 GHz such as millimeter wave (mmWave)
often applies for point-to-point communications in large power systems such as
satellite systems and microwave systems.

From the perspective of public mobile communication, mmWave communication
technology also attracts peoples’ attention. Samsung from Korea conducted studies
and tests for the above 6 GHz, especially at 13.4–14 GHz, 18.1–18.6 GHz, 27.0–
29.5 GHz and 38.0–39.5 GHz. At 28 GHz, deploying 64 antennas, Samsung
has done the experiments of the adaptive beam-forming technology to implement
1 Gbps peak rate within 200 m, and its error rate is less than 0.01 % [16].
Moreover, at 11 GHz, NTT DoCoMo implemented prototype for high-speed mobile
vehicle communications. In addition, manufacturers such as Ericsson, Huawei, and
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NSN show their vision for mmWave communications on various bands such as
14 GHz, E-band (71–76 GHz/81–86 GHz) and so on. It is obvious that mmWave
communication is drawing attentions all over the world as one of the potentially
essential technologies of the next generation of mobile communication systems.

The 60 GHz International Broadband Wireless Access Systems (BWAS) are
drawing peoples’ attention. It mainly focuses on short-distance, high-rate communi-
cations. The transmission distance is usually within 10 m, and TDD mode is applied.
The specific operating frequency is 56–66 GHz (59–64 GHz in China). The three
related international standards are ECMA 387, IEEE 802.15.3c and IEEE 802.11ad.
In addition, IEEE establishes IEEE 802.11aj to formulate the specific criteria of 60
and 45 GHz usage in China.

In 2001, FCC allotted a continuous section of spectrum (57–64 GHz) for
wireless communication in unlicensed mode [17]. In Europe, ECC also allotted
57–66 GHz unlicensed spectrum. Specifically, 62–63 GHz and 65–66 GHz were
for Mobile Broadband System, and 59–62 GHz were for Wireless Local Area
Network (WLAN) [18]. In 2006, 59–64 GHz was planned in China for wireless
short-distance technologies. Similarly, Japan and Australia conducted the related
spectrum planning in this frequency band. The detail procedure is shown in Fig. 7. In
2013, China allotted 40.5–42.3 GHz band and 48.4–50.2 GHz band for fixed point-
to-point wireless access system (light license management), 42.3–47 GHz band and
47.2–48.4 GHz band for mobile point-to-point wireless access system (unlicensed
management).

However, due to the characteristics of high frequency, the key technologies
applied for low frequency are hard to directly put into use. How to utilize the advan-
tage and overcome the disadvantage are both opportunities and challenges [19].

• Principles for candidate bands selection [20]

In the Table of Frequency Allocations, spectrum above 6 GHz are mainly allocated
to fixed service, mobile services, radio location service, radio navigation service,
fixed satellite service, inter-satellite services and broadcasting satellite service, etc.
In practical use, for example, there are digital microwave relay systems, navigation

Europe 57 - 66GHz

Japan 59 - 66GHz

Australia 59.4 - 62.9GHz

The U.S. 57 - 64GHz

57GHz 58GHz 59GHz 60GHz 61GHz 62GHz 63GHz 64GHz 65GHz 66GHz

Fig. 7 International spectrum allocation of 60 GHz
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and air traffic control radar system and satellite communication systems. High
frequency radio communication has different characteristics in radio propagation
antenna and RF, compared with lower frequency communication. For candidate
bands selection for mobile communications, the following principle could be
considered.

Compliance Bands allocated to Mobile Services (or in footnotes identified) are
preferred.

Consistency To select potential candidates for international harmonization, to take
into account the future promotion in WRC.

Security Fully consideration on the electromagnetic compatibility between sys-
tems, to ensure the protection of mobile systems as well as other systems.

Continuous To take the advantage of broadband (e.g., >500 MHz) from high
frequency to guarantee that the system can obtain a higher efficiency.

Effective Taking into account the propagation characteristics of high frequency and
industrial hardware manufacturing capability, to select the appropriate frequency to
ensure the effective design and realization of the system, terminal, instrument, etc.

• Some potential frequency ranges for 5G above 6–100 GHz

Preliminary studies from different administrations or organizations show that a lot
of potential suitable frequency ranges could be found from 6 to 100 GHz. This
sub-section summaries some considerations from research institutes, countries and
regional organizations.

4.2.1 METIS

The METIS project has delivered study results on potential suitable frequency
ranges [21] in terms of a prioritization of the bands as shown in Figs. 8 and 9,

Fig. 8 Opportunities of potential sharing with current incumbent within 5.925–40.5 GHz [21]
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Fig. 9 Opportunities of potential sharing with current incumbent within 40.5–100 GHz [21]

Fig. 10 Opportunities of potential sharing with current incumbent for outdoor scenario [21]

indicating the most relevant bands for initial consideration in regulation when
starting the procedure to find additional bands for 5G systems considering only
current allocations.

To further shed light on the opportunities in the 5.925–31 GHz range, an addi-
tional band assessment with modified assessment criteria has been performed, as
shown in Fig. 10. In this assessment, a reduced target minimal contiguous bandwidth
of 60 MHz was used, and a larger focus was given to outdoor deployments.

4.2.2 Ofcom [22, 23]

For spectrum above 6 GHz, the Ofcom started with a national Call For Input (CFI)
for the potential candidate bands and summarized the response as shown in Table 5.
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Table 5 Ofcom 5G candidate frequency bands above 6 GHz

Frequency
ranges 6–20 GHz 20–40 GHz 40–60 GHz 60–100 GHz
Candidate
bands

10.125–10.22510.475–10.575 31.8–33.4 40.5–43.5 45.5–48.9 66–71

Table 6 FCC 5G candidate
frequency bands above 6 GHz

Frequency ranges Candidate bands (GHz)

24 GHz 24.25–24.45, and 25.05–25.25
LMDS 27.5–28.35, 29.1–29.25 and 31–31.3
39 GHz 38.6–40
37/42 GHz 37–38.6 and 42–42.5
60 GHz 57–64 and 64–71
70/80 GHz 71–76 and 81–86

Fig. 11 Views from different regional organizations on identification of frequency bands for IMT
in portion(s) of the frequency range between 6 and 100 GHz

4.2.3 FCC [24]

Similarly, FCC started with a Notice Of Inquiry (NOI) the potential candidate bands
and only consider bands above 24 GHz as shown in Table 6.

4.2.4 Regional Organizations

Up to Oct. 2015, several regional organizations have made preliminary views for
WRC-15 Agenda Item 10. Almost all the organizations have agreed to establish
a new agenda item for WRC-19, to consider identification of frequency bands for
IMT in portion(s) of the frequency range between 6 and 100 GHz. These views are
shown in Fig. 11.

From the regulatory perspective, it is vital to perform solid research of these
bands, including channel measurements, system modeling and detailed compatibil-
ity studies with currently used services [25].
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4.2.5 Provisional Final Acts of WRC-15

After WRC-15, a new Agenda Item 1.13 is established in WRC-19, to consider
identification of frequency bands for the future development of IMT, including
possible additional allocations to the mobile service on a primary basis [15]. The
related frequency bands are:

– 24.25–27.5 GHz2, 37–40.5 GHz, 42.5–43.5 GHz, 45.5–47 GHz, 47.2–50.2 GHz,
50.4–52.6 GHz, 66–76 GHz and 81–86 GHz, which have allocations to the
mobile service on a primary basis; and

– 31.8–33.4 GHz, 40.5–42.5 GHz and 47–47.2 GHz, which may require additional
allocations to the mobile service on a primary basis.

4.3 Spectrum for IoT

Compared with previous generations of mobile communications, 5G needs to
meet extremely high performance requirements in more diverse scenarios. Besides
scenarios such as seamless wide-area coverage and high-capacity hot-spot, there is
also a need of low-power massive-connections including machine-to-machine and
man-to-machine, driven by internet of things (IoT).

Low-power massive-connection scenario mainly targets sensing and data collect-
ing use cases, such as environmental monitoring and intelligent agriculture. This
scenario is characterized by small data packets, low power consumption, low cost,
and massive connections. Specifically, probably at least one million connections per
squared kilometer need to be supported [26].

The suitable frequency ranges of such 5G usage scenarios will be wide and rather
different with those for communication between people. An example is shown in
Table 7, which is the list the frequency bands used for smart metering application in
Power Grid Management Systems in some parts of the world [27].

When considering certain spectrum for Short Range Devices (SRDs) as one part
of 5G, e.g., RFID, the 5G potential frequency ranges will be much wider.

5 Spectrum Management Considerations

New scenarios, service types, spectrum demand and usage methods of 5G will
definitely bring new challenges to current spectrum management. In this section,
some new policies and policy related studies on spectrum management for mobile
communications from a number of countries are introduced, reflecting the future 5G
spectrum management development trends.
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Table 7 Example of frequency bands in wireless metering in Power Grid Manage-
ment Systems [27]

Frequency (MHz) Area/region

40–230 (part of), 470–694/698 North America, UK, Europe, Africa, and Japan
169.4–169.8125 Europe
220–222 Some parts of ITU Region 2
223–235 China
410–430 Parts of Europe
450–470 North America, parts of Europe
470–510 China
470–698 North America and Europe
779–787 China
868–870 Europe
870–876 Parts of Europe
896–901 North America
901–902 North America
902–928 North America, South America, Australia
915–921 Parts of Europe
917–923.5 Korea
920–928 Japan
928–960 North America
950–958 Japan

To be clear, some new ideas mentioned in this chapter do not represent the current
policy and are considered as research work aiming to give some food for thought.
But from various aspects of the related work, they could be a possible trend.

5.1 US

Foreseeing the rapid development of mobile communications, US pay high attention
to the related spectrum resources management, with carefully planned steps to carry
out a series of related work.

In June 2010, the Presidential Memorandum entitled of Unleashing the
Wireless Broadband Revolution was released. Accordingly, the National
Telecommunications and Information Administration (NTIA) collaborating with
the Federal Communications Commission (FCC) are planned to make 500 MHz
of Federal and nonfederal spectrum available for wireless broadband use within 10
years.

Furthermore, in July 2012, the report from PCAST (President of the Science
and Technology Advisory Committee) to the US President propose to released
1000 MHz band to “create of spectrum super-highway” [2].
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Fig. 12 Proposed Licensing Model for 3.5 GHz (source: http://www.ischool.pitt.edu/)

In June 2013, based on the above report, the Presidential Memorandum enti-
tled of Expanding America’s Leadership in Wireless Innovation was released.
A Spectrum Policy Team was set up to seek how to bring spectrum sharing measures
into current spectrum management of NTIA and FCC for a study period of 1 year.

July 11, 2014, NTIA and the FCC issued a joint notice for comments on Model
City for demonstrating and evaluating advanced spectrum sharing technologies
recommended by PCAST. More than a dozen replies are received from AT&T,
Wireless Innovation Forum, Dynamic Spectrum Alliance, Telecommunications
Industry Association, etc.

When seeking the candidate bands to release 1000 MHz, the 3550–3700 MHz
band are selected as a possible one. On April 2014, FCC proposed Rules to make
up this 150 MHz of spectrum available for new citizens broadband radio service.
This innovative rule significantly promotes the intensive shared use of spectrum in
the 3.5 GHz Band.

On April 2015, the FCC finally adopted rules for the Citizens Broadband Radio
Service, creating a new spectrum band and taking a major step forward in spectrum
policy by authorizing advanced spectrum sharing among commercial and federal
operators, as shown in Fig. 12.

5.2 EU

Recently, ECC states that License Shared Access (LSA) is a complementary
spectrum management tool that fits under an “individual licensing regime” [28]
and the national legislation framework is shown in Fig. 13. National Tables of
Frequency Allocations (NTFAs) primarily specify the radio services authorized
by an individual administration in frequency bands and the entities which have
access to them. National frequency assignments, as derived from the ITU concept,
allows the fine management of frequency bands in accordance with the rules set in
NTFAs, particularly in bands shared by different type of users and also in respect
of coexistence issues in adjacent bands. They may contain sensible data and their
management requires confidentiality procedures. Under this, two different ways

http://www.ischool.pitt.edu/
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Natural physical
resource Radio spectrum

Users

National Table of Frequency Allocations (NTFA)

Frequency assignments

National legislation
governing the

access to frequency
bands

Domain of use
/

regulatory regime

Governmental use

Defence . . .

Meteorology

Maritime &
waterways

Civil
aviation

Radio
Astronomy

Individual authorisation
(individual rights of use)

General authorisation
(No individual rights of use)

General authorisation
issued by NRA

Individual authorisation
issued by NRA

Public
safety

Commercial use / non governmental
(telecom, broadcasting, amateur, SRDs...)

Fine technical
management of
frequency bands

National legislation
authorising the use

of spectrum

Users

Fig. 13 National legislation from the radio spectrum to users [28]

of using spectrum are introduced: Government use covering various domains (e.g.
defense, civil aviation, maritime & waterways, public safety, meteorology, science),
and commercial use understood as the public legal act issued by NRAs for the
purpose of delivering spectrum usage rights to private entities or citizens. The
following two terminologies should also be distinguished for commercial use:

• Individual authorization (Individual rights of use);
• General authorization (No individual rights of use).

Individual rights of use are given for limited duration and do not constitute
property act of the frequencies by the operator as frequencies are part of the national
domain.

5.3 China

At present, the spectrum license pattern in China mainly includes both licensed and
unlicensed use. In addition, there is a light license mode, in which the user only
needs to report but not apply for setting up a new radio station to the government
for recording.
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Fig. 14 New elements studied in current spectrum management framework in China [4]

In such a management framework, spectrum sharing is not well supported. As
5G brings much more challenges in spectrum demand and also new spectrum
usage methods, the spectrum management has to keep pace with such innovation.
Currently based on the current framework of spectrum management in China shown
in Fig. 14, two new elements are being studied, namely services classification and
spectrum assessment.

The basic spectrum management process is shown at the top of Fig. 14. The spec-
trum allocation (to radio services), allotment (to users or systems) and assignment
(to specific radio stations) as well as the radio equipment and station management
belong to ex-ante management. The radio monitoring belongs to ex-post manage-
ment, including radio occupancy measurements, signal parameter and transmitter
inspection, illegal transmitter detection and finding and so on [http://www.srrc.org.
cn/english/]. The radio access optimization center, composed of relevant organi-
zations and institutions, is in charge of spectrum demand calculation, coexistence
and access analysis. The spectrum database, established in State Radio Monitoring
Center and State Radio Spectrum Management Center (SRMC/SRSMC), stores all
the information of radio services, stations and monitoring reports, which indicate the
current spectrum usage and availability. When a new service access request arrives,
the center checks the database, performs integrated analysis and outputs the solution
to support the process, which conversely inputs the information to the database for
further use, establishing a closed-loop management.

• Services classification

http://www.srrc.org.cn/english/
http://www.srrc.org.cn/english/
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Intuitively, not every radio service can be shared with IMT systems. Therefore, it is
vital to make clear which types of service can be put forward for sharing. Here, it is
proposed to divide them into three classes.

Class One services are those involving government affairs, national security and
people’s safety. They usually occupy specified licensed spectrum for free and need
strict protection. Their spectrum cannot be shared with others.

Class Two services include commercial radio services, and also general public
and dedicated services. The spectrum for public mobile communication in 5G
is included. Licensed or LSA mode could be used here. The government would
flexibly charge the Class Two services.

Class Three services are dedicated for public free use. The access process might
also need spectrum sensing, such as WiFi.

• Spectrum assessment

Spectrum assessment belongs to ex-post management. It is not only the basis for
whether a frequency band can be allotted to a new service, but also a way of
supervising its utilization efficiency. In [4], the assessment of the current spectrum
usage is proposed in China for the first time. Based on assessment results, the
government can adjust or even retrieve the spectrum allotment.

To make fair assessment, a scientific and effective Key Performance Indicator
(KPI) system is required to be established. The KPI currently under studied mainly
includes three aspects.

– Radio monitoring related information, such as noise and radio occupancy
measurement results in different scenarios and locations.

– Radio stations related information, such as location, RF parameters and also the
related statistics.

– Service related information, e.g., different Quality of Service (QoS) and protec-
tion requirements.

The KPI system is necessary for making reasonable conclusions in spectrum
management. It is important to study the feasibility of providing such information
in a technology- and service-neutral way, and whether it allows for a practical and
efficient spectrum evaluation process.

6 Summary

Different aspects of 5G spectrum issues are discussed in this chapter. Generally, it is
expected that 5G requires more in the total amount, wider with respect to individual
bandwidths, greater in the range and more flexible in the usage and management
pattern.

The suitable frequency ranges of 5G will include those bands below 6 GHz such
as re-farmed 2G/3G spectrum, identified frequency bands for IMT and also WRC-
15 candidate bands. However, due to the scarcity of spectrum below 6 GHz, which
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has almost been fully utilized and it will be even more difficult to find internationally
harmonized spectrum after WRC-15, it is necessary to seek potential frequency
ranges above 6 GHz.

The controlled spectrum sharing is an important way of re-using spectrum
to complement current licensed dedicated spectrum, which is still the basis for
operation of 5G systems.
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Spectrum Sharing for 5G

Gen Li, Tan Wang, Qingyu Miao, Ying Wang, and Biao Huang

Abstract Spectrum sharing for 5G is motivated by the fact that significantly more
spectrum and much wider bandwidths than what is available today will be needed
in order to realize the performance targets of 5G. First, spectrum sharing scenarios,
i.e. vertical sharing and horizontal sharing, are summarized for different type of
spectrum. Second, a thorough review of current spectrum sharing techniques are
provided including coordination protocol, GLDB, DSA and MAC-based collision
avoidance. Then spectrum sharing is analyzed specific to 5G design and one general
architecture to enable 5G spectrum sharing is proposed. Finally, it is concluded
that spectrum sharing becomes more and more important for 5G systems as a
complementary way of using spectrum.

1 Introduction

Currently, traditional 2G, 3G and 4G cellular networks have so far been designed
for dedicated, licensed spectrum. With that, cellular technology can only operate in
a subset of the spectrum that is in principle available. More recently, other forms of
shared spectrum including unlicensed spectrum is close to application in near future
for 4G systems, i.e. licensed assisted access (LAA) LTE which is ongoing work
in 3GPP. Significantly more spectrum and much wider bandwidths than what is
available today will be needed in order to realize the performance targets of 5G, i.e.
more system capacity and better user experience. One way is to try the best to fill the
spectrum gap by finding new spectrum, especially going to higher frequency band
which is less crowded than what is being used today. The other way is to improve
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Fig. 1 Example future spectrum landscape [1]

total spectrum efficiency by spectrum sharing. Generally speaking, it is expected
that the spectrum for 5G will, at least partly, be available under spectrum sharing
regimes.

As an example future spectrum landscape one can envision the situation depicted
in Fig. 1. Therein the 5G system is able to access primary and licensed bands as well
as other bands in an LSA fashion or unlicensed bands. The typical choice would be
to go with the primary band for reliability, but local interference situations could
make it more beneficial for some nodes to use other bands with other regulatory
frameworks.

This chapter first introduces various spectrum sharing scenarios corresponding
to different type of spectrum in Sect. 2. Then Sect. 3 presents a thorough review
of current spectrum sharing techniques, including coordination protocol, GLDB,
DSA and MAC-based collision avoidance. Next in Sect. 4, it also analyzes the
limitations of the aforementioned techniques and proposed general architecture and
the corresponding research directions in 5G. Finally Sect. 5 concludes this chapter.

2 Spectrum Sharing Scenario

It is well known that current 2G, 3G and 4G systems only use licensed dedicated
spectrum. However, according to the analysis in this chapter, 5G systems will
need significantly more spectrum than today and it is hard to find enough bands.
Thus using only licensed mode may not meet 5G requirement very well. This
section provides a complete summary of spectrum sharing scenarios as the following
categories [1, 2]:

• Vertical sharing refers to spectrum sharing between users of different priority
(e.g. primary and secondary), i.e., unequal rights of spectrum access.

• Horizontal sharing is sharing between systems that have the same priorities in
the spectrum, i.e. different users have fair access rights to the spectrum. If the
sharing users in the spectrum adopt the same technology, it is called homogenous
horizontal sharing; otherwise heterogeneous horizontal sharing.
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Fig. 2 Illustration of spectrum type and related usage scenario [2]

First, as shown in Fig. 2, the above-mentioned spectrum sharing scenarios are
mapped into different types of spectrum, i.e. licensed, licensed shared access (LSA)
and unlicensed as follows:

2.1 Licensed Mode

In licensed mode, spectrum is allotted to wireless systems as primary use. The only
relevant spectrum sharing scenario is homogenous horizontal sharing, i.e. sharing
spectrum with other operators using the same RAT, which is also called co-
primary or inter-operator spectrum sharing. There are two different ways to achieve
horizontal sharing, i.e. mutual renting and limited spectrum tool.

• In the mutual renting sub-scenario the spectrum resources in a band are subdi-
vided into several blocks and each block is licensed to one operator. Operators
mutually allow other operators to “rent” parts of their licensed resources. An
operator can rent resources from multiple other operators simultaneously. The
actual “owner” of a resource has always strict priority in accessing its licensed
part of the spectrum, including the possibility of preemption at any time. This
approach could be applied to bands that have initially been used in a dedicated
licensed way where there is a need to increase peak data rate beyond what is
possible within one licensed block.

• The limited spectrum pool scenario allows an operator to obtain an authorization,
usually a license, to use up to the whole band on a shared basis with a limited
number of other known authorized users. This setup does not provide guarantee
for instantaneous access to a minimum amount of spectrum, but it is envisioned
that mutual agreements between licensees are such that the long term share
of an individual operator has a predictable minimum value. This is similar to
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the sharing situation in unlicensed bands but it is a priori known how many
authorizations a regulator will give out and what the rules for the band will be,
hence providing the necessary certainty for investments into large networks.

2.2 LSA Mode

In LSA mode, a licensee has the authorization to access spectrum that is unused
by an incumbent user at certain locations and/or times. This vertical sharing is
based on well-defined conditions which are parts of a sharing license. In the initially
developed LSA concept, the licenses are expected to be long term and exclusive for
one system or operator only. As it evolves, the LSA concept may in the longer term
be combined with homogenous horizontal sharing so that the issued licenses could
be non-exclusive and require several licensees to coexist.

LSA is currently being developed through the European Commission’s Radio
Spectrum Policy Group (RSPG), which issued a report on LSA in November 2013
with recommendations to member countries. Now ECC FM 52 has essentially
concludes this LSA regulation work and only the final round of ECC approval
remains. CEPT ECC has started a study to use the 3.6–3.8 GHz band for LSA in
order to enable sharing between FSS and mobile systems. Standardization activities
on LSA technical conditions and geo-location databases are ongoing at ETSI (the
European Telecommunications Standards Institute), where they are being carried
out by the Technical Committee on Reconfigurable Radio Systems (RRS).

2.3 Unlicensed Mode

In unlicensed mode, a wireless system has to share spectrum with other unlicensed
systems. For heterogeneous horizontal sharing in an unlicensed band a system must
be prepared for coexistence with any other technology that may be present in the
band [3]. Meanwhile, it is unavoidable to have homogeneous horizontal sharing
between different systems with the same RAT. Vertical sharing functionality may
also be required for a system operating in unlicensed mode if a primary user exists
in the band. Therefore the complexity to implement spectrum sharing is more
complicated and seems non-reliable compared to others since it almost involves
all kinds of sharing scenario.

Furthermore, due to the usual restrictions on maximum transmit power in
unlicensed bands; building standalone contiguous coverage areas for mobility in
unlicensed spectrum requires a very large number of sites. Unrestricted access to
the bands also creates unpredictable interference conditions that typically lead to a
decrease in accessible capacity when traffic levels are high. The result is high costs
and intense operational complexity. License-exempt spectrum creates a low barrier
to market entry. This has market advantages but also causes issues with controlling
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the numbers of users and operators, and in turn with controlling the quality of
access and service. It is also difficult to repurpose license-exempt spectrum to
adapt to changing regulatory needs, causing trouble in terms of long term spectrum
management.

3 Spectrum Sharing Techniques

There are several different ways to technically realize the above spectrum sharing
and to implement corresponding regulatory requirements. As illustrated in Fig. 3,
four different kinds of spectrum sharing techniques are mapping to the most possible
application scenarios. In this section we outline a few of the most common or
promising techniques.

3.1 Coordination Protocol

Coordination protocol means explicit information exchange between the sharing
systems via some well-defined interface to avoid interference in sharing spectrum.
The protocol defines the behavior of the nodes when receiving certain messages
or when certain events take place. This includes the possibility for defining
behavior depending on what relation nodes have with each other, e.g. interference
relation. Both centralized and distributed structure can be applied to coordination as
illustrated in Fig. 4. Here the connections between networks or between network and
central manager can be backbone wired backhaul or over the air. The advantage of
this approach is that it can achieve more efficient spectrum sharing with enough
information on the interference between different networks by employing smart
resource allocation. One obvious drawback is the mandatory need of connection
between different networks or to central manager for multiple networks, which may
not be easy to have in most scenarios.

Fig. 3 Summary of mapping from spectrum sharing techniques to scenarios
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Fig. 4 Coordination structure: (a) distributed coordination; (b) centralized coordination

An example for such an approach is the Coordinated Coexistence Protocol
of IEEE 802.16h [4]. 802.16h employs distributed structure with over-the-air
connection. When a base station (BS) needs to send coordination messages to its
neighbor BS, it may select one or more user equipments (UE) as forwarders and
send the message over the air. The detailed procedures are listed as follows:

• System selects the forwarding UE according to the Radio Signal Strength
Indicator (RSSI) of neighbor BS detected by the interference victim SSs, i.e.
the SSs with higher neighbor BS RSSI is better;

• After identifying the forwarding UE, the serving BS requests access to the
neighbor BS through the forwarding UE;

• Upon receiving the above access neighbor BS request from serving BS, the
forwarding UE will try to access the neighbor BS following a procedure similar
to the normal network entry process;

• If the forwarding UE accesses the neighbor BS successfully, it shall respond to
its serving BS with a message that includes the parameter “UE has successfully
accessed the requested neighbor BS.” The serving BS and its neighbor BS can
communicate with each other via the forwarding UE.

After connection establishment, resource is coordinated between different sys-
tems. IEEE 802.16h specifically defines a coexistence frame structure used to
implement multiple systems coexist as shown in Fig. 5. A coexistence frame consists
of four IEEE 802.16 MAC frame (MAC frame is called subframe here), and is
divided into the following types of subframes: master subframe, slave subframe and
shared subframe. Each of the coexistence system is required to obtain a subframe
as its master frame. Other coexisting systems claim slave frame on this subframe.
It is worth mentioning that each subframe can only be the master frame by only
one coexistence system. In other networks, if a subframe is announced as master
frame for one system, this subframe can only be slave subframes of other systems.
Systems can use the maximum power for transmission in the period of master frame.
Within slave subframe, systems cannot transmit at all or only be allowed to transmit
following restrictions by master systems.
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Fig. 5 Coexistence frame structure in 802.16h network [4]

3.2 Geolocation Database (GLDB) Support

In this solution the system queries a data base to acquire information on what
resources are available (i.e., unused by other systems of typically higher priority)
for operation in its current location. The geo-location data base provides rules for
operating in the geographical region of the system. A rudimentary geo-location data
base would provide a list of available channels and possibly associated transmits
power (EIRP) limitations to a querying system for a specified geographical region.

The GLDB approach has been considered as an appropriate solution to manage
unlicensed access to TV white spaces while ensuring that the bands may, in the
future, be vacated of unlicensed transmissions. In this case this solution does not
provide exclusive use of the spectrum to any system. The presence of a centrally
controlled resource manager opens up for the possibility of future repurposing
of the bands, since the behavior of the radios the database controls can be
influenced, including the possibility to prevent transmissions completely. In this way
a band could be opened up for usage not compatible with the database-controlled
devices. For example, 802.22 use such approach to enable coexistence with TV
systems. It is assumed that all devices must be equipped with satellite technology
(e.g. GPS) which provide positioning and also gives time reference for inter-BS
synchronization. Before communication, UE needs to inform BS the location and
possibly antenna pattern, height and etc. Then BS queries database for allowed
channels and powers. Finally BS will communicate with corresponding UE with
received configuration limit.

GLDB is also seemed as a good solution to achieve vertical sharing in LSA
regime [5]. Typical examples are government and military spectrum subject to
sparse use, either in terms of geographic coverage or temporal characteristics. One
simple LSA GLDB structure is illustrated in Fig. 6. The LSA controller in LSA
licensee retrieves the information about spectrum made available under the LSA
scheme from the LSA GLDB of the incumbent spectrum user and therefore has
information on the available spectrum in any given location where its base stations
are sited. Under this scheme, the base stations are allowed to transmit in the LSA
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Fig. 6 GLDB architecture for LSA [5]

band only where the LSA controller indicates that the spectrum is available and
no harmful interference is caused to the incumbent. This management of access to
LSA spectrum is completely transparent to the mobile device which simply roams
between spectrum bands according to the Radio Resource Management (RRM)
messages it receives from the network.

3.3 Cognitive/Dynamic Spectrum Access (DSA)

Cognitive radio is an automatic machine that uses software defined radio to change
frequency band to adapt and sense the surrounding environment. They recognize
radio spectrum by sensing when it is unused by the incumbent radio system and use
this spectrum in an intelligent way [6].

The idea of cognitive radio (CR) was first presented officially in an article by
Joseph Mitola III and Gerald Q. Maguire, Jr in 1999. It was a new approach in wire-
less communications that Mitola described as: “The point in which wireless personal
digital assistants (PDAs) and the related networks are sufficiently computationally
intelligent about radio resources and related computer-to-computer communications
to detect user communications needs as a function of use context, and to provide
radio resources and wireless services most appropriate to those needs” [7]. Later,
other researchers or organizations have evolving definitions. For example, the U.S.
Federal Communications Commission (FCC) defines cognitive radio as an aware
adaptive radio that senses the radio environment and adapts to it to enable more



Spectrum Sharing for 5G 59

efficient use of the available spectrum [8]. In general, all definitions of cognitive
radio have the common features that the cognitive radio should, to some extent,
be aware of its radio frequency environment and be able to adapt to optimize its
operation.

There are two different types of systems present in situations in which cognitive
radios are used to dynamically access the spectrum: (1) A primary user on a portion
of the spectrum is a user who owns a license that legally permits the user to use the
spectrum for a purpose specified by the license; (2) A secondary user is a user that
access spectrum that is licensed by a primary user. This access has typically to be
regulated in such a way that the secondary user does not cause harmful interference
to the license holder.

There are two important functions to achieve good spectrum sharing between
primary user and secondary user:

• Spectrum sensing function available in secondary systems to sense status of
primary systems to find spectrum opportunity;

• Dynamic spectrum access (DSA) function available in secondary system to con-
trol spectrum access dynamically according to varying environment of primary
systems.

3.3.1 Spectrum Sensing

The main challenge of spectrum sensing is the strict requirement of sensitivity.
In order to incorporate the noise uncertainty and multi-path fading/shadowing
uncertainty into the specification, the sensing node requires identifying the presence
of primary signal in the low signal to noise ratio (SNR) region. In Table 1,
several typical spectrum sensing algorithms are summarized including basic energy
detection and other feature detection methods that improve the sensitivity by
exploiting a priori knowledge embedded in the primary signal.

In general, the above schemes are oriented for local spectrum sensing in one
node. However, if the primary signal is in the deep fading or obstructed by a large
obstacle, the received power at secondary node is too weak to detect. Thus hidden
node problem occurs in this situation. This uncertainty can be effectively mitigated
by the spatial diversity in the cooperative sensing. Additionally, the cooperative
sensing can relax the sensitivity requirement of local sensing and increase the agility
of making sensing decision. The procedure of cooperative sensing is as follows: all
cognitive radios that have agreed to participate in the cooperative sensing process
sense the spectrum and communicate their results to the other cognitive radios.
Based on the information type sent by the individual CR, the cooperative sensing
can be categorized by soft decision fusion and hard decision fusion.

• Hard decision fusion is the merge of the information to produce a common final
decision for the whole system if the information that it has received consists of
individual preliminary decisions;
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Table 1 Summary of spectrum sensing technique

Technique Description Requirement Remark

Energy detection
[9, 10]

Measure the radio
frequency energy or
the received signal
strength indicator over
certain observation
time and compare the
accumulated metric to
a predefined threshold

No (C) Easily
implemented without a
priori knowledge
(�) Sensitive to the
noise and interference
uncertainty
(�) Can’t distinguish
primary signal with
other interference

Coherent
detection [11, 12]

Detect known pilot
signal of primary
systems with matched
filter and compare
obtained metric to a
predefined threshold

Requires the
knowledge of primary
signal at both PHY
layer (e.g. pulse
shaping, modulation)
and MAC layer

(C) can distinguish
primary signal from
interference and noise
(C) Work well in low
SNR
(C) Shorter
observation time
(�) More
implementation
complexity by
performing timing,
carrier sync and
equalization

Covariance-based
detection [13]

Estimate sample
covariance matrix of
the received signal and
make spectrum
whiteness tests from
eigenvalue-based or
covariance
statistic-based statistics

Primary signal
correlated due to
dispersive channel,
correlation of multiple
receiver antennas or
over-sampling effect

(C) Exploit more
general feature of
primary signal without
signal-specific
knowledge
(�) Performance
highly depends on
correlation of primary
signal

Cyclostationary
detection [14, 15]

Analyze the cyclic
autocorrelation
function or its
equivalent Fourier
transformation
spectrum correlation to
seek cyclostationary
feature

Cyclostationary feature
in primary signal
caused by modulation
and coding, hopping
sequence, cyclic prefix

(C) Capability of
differentiating the
primary signal from the
interference and noise
(�) More
implementation
complexity with wide
scan of the cyclic
frequencies

• Soft decision fusion means what it receives is channel statistics or raw data the
procedure of creating the final decision.

The soft decision fusion outperforms the hard decision fusion at the expense
of large signaling overhead to forward the sensing data. As an alternative, the
quantized decision fusion is desirable to achieve the tradeoff between these two
issues. It is shown that even a simple cooperative scheme, such as the OR-rule,
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may improve the performance of the cognitive secondary system significantly. The
probability of false detection can be made arbitrarily small while maintaining the
level of interference protection of the primary system. This is achieved by adding
more cooperating cognitive users that are experiencing uncorrelated fading or
shadowing. Considering only few cooperating uncorrelated users give considerable
improvement in the sensitivity, compared to the case without cooperation.

3.3.2 Dynamic Spectrum Access

After sensing the status of primary systems, secondary systems need to determine
how to access the spectrum according to dynamic sensing results. There are three
modes of operation dealing with the spectrum access of the cognitive radio (or
secondary user) in fundamentally different ways and it is thus reasonable to use
them to classify the cognitive radio behavior.

Interweave Operation

The basic idea of interweave operation is that the secondary systems scan the
radio environment to find unused parts of the spectrum, so called spectrum holes.
Once such holes are identified the secondary users start to communicate using
these unused frequencies. Since the radio frequency environment is constantly
changing the available spectrum holes change with time and the secondary users
must constantly scan the spectrum to keep track of the spectrum holes and possibly
predict where they may appear. To enable communication using spectrum to be
possible, the secondary transmitter needs to communicate to the intended receiver
with the chosen transmission parameters. This might be performed over a dedicated
pilot channel, possibly located in an unlicensed band. An alternative way to initialize
communication in a secondary system is to send a trigger on the frequency intended
to be used. The trigger may be followed by a standardized pilot signal containing
the necessary transmission parameters and the intended receiver identity. This
possibility arises since the secondary receiver constantly scans the entire frequency
range and hence, may be able to detect the trigger signal and start to receive using
the parameters specified by the pilot following the trigger signal.

Underlay Operation

Underlay access means operating below the noise floor of the primary systems,
involving an undercurrent of secondary system communications without primary
systems being aware of. In details, a secondary system that operates in the underlay
mode transmits at the same time as the primary systems of the spectrum under
consideration. However, the secondary system uses a spectrum mask to make sure
that the interference caused to the primary users is kept below the noise floor, or
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below the interference limit. In order for the secondary systems to obtain a sufficient
signal-to-noise ratio (SNR), a wide bandwidth might be used for the secondary
signal.

There are obvious difficulties of ensuring a sufficiently low level of interference
at a primary receiver that is most likely hidden from the secondary transmitter. For
this reason underlay operation is most likely only applicable for short and low power
communication between secondary users. One possible implementation of underlay
spectrum access is via ultra-wide band (UWB) techniques at low power.

Overlay Operation

For overlay operation, the level of interference at a primary receiver is kept below
a certain tolerable level. The idea in this channel model is that the secondary
transmitter (cognitive radio) obtains the message to be transmitted in the primary
system in a non-causal way and uses dirty paper coding technique, or possibly linear
interference cancellation techniques, to eliminate the interference at the secondary
receiver due to the message sent in the primary system. This approach does not try
to limit the interference to the primary system and hence operation according to
this scheme violates the idea of a cognitive radio acting as a secondary system not
causing harmful interference to the primary system. For this reason the cognitive
radio channel is sometimes denoted a selfish approach to overlay operation.

3.3.3 Application System Examples

The most simple application example is Dynamic Frequency Selection (DFS) in
5 GHz spectrum for Wi-Fi coexistence with Radar systems. Radar systems are given
priority over all other devices operating in the DFS bands, i.e. 5250–5350 MHz
and 5470–5725 MHz. As a result, all devices operating at these frequencies must
stop transmitting when radar is detected on the current channel. So this is a typical
vertical sharing scenario. Secondary system needs to detect if there is Radar systems
all the time. It adopts interweave operation mode, i.e. secondary systems must
not transmit on that channel for 30 min (non-occupancy period) from the time of
detection.

Another example is IEEE 802.22 protocol operating on TV band. It is a wireless
communication standard for operating as a non-interfering secondary user in TV
whitespace with fixed communication nodes, aimed at bringing broadband internet
access to rural environments worldwide. Along with GLDB support, spectrum
sensing is also adopted to mitigate the interference to TV and wireless microphones.
Spectrum sensing is mandatory in both BSs and user terminals. Three types of
incumbents are needed to sense, i.e. analog TV, digital TV and low power licensed
device (e.g. wireless microphones). There are several sensing requirements specified
as sensing receiver sensitivity (0 dBi in all directions), channel detection time (2 s
from start of incumbent transmission), probability of detection (0.9 @ sensitivity),
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probability of false alarm (0.1 @ sensitivity) and etc. To detect the incumbent
systems, network-wide quiet periods are scheduled by BS for sensing time of both
BS and UEs. Besides 802.22 protocol, there are several other ones aiming to work
on TV white space, i.e. 802.11af, ECMA and etc. All their spectrum sensing parts
are similar standardized according to regulation rules.

3.4 MAC-Based Coexistence Mechanism

The MAC protocol of a system can contain functionality that enables spectrum
sharing especially. The key essence is to avoid possible collision which may
occur between different systems or operators but can’t guarantee that there is no
interference at all. The MAC is designed to alleviate the collision as much as
possible, i.e. ‘best-effort’ collision avoidance. So this tool is more suitable for
horizontal sharing. Examples of this approach include listen before talk (LBT)-
based CSMA/CA protocol in IEEE 802.11 and LAA-LTE, frequency hopping in
Bluetooth and etc.

A particularly interesting instance of MAC behavior for coexistence is the LBT-
based CSMA/CA. One example using this protocol is IEEE 802.11 WiFi systems.
As shown in Fig. 7, the basic protocol is applied by all stations, including the
access point, i.e. in both downlink and uplink. A station that wishes to transmit a
packet first senses the medium. If the medium is sensed idle for a certain minimum
time, a so-called Distributed Inter Frame Space (DIFS, 34 �s for 11n), the packet
is transmitted. If the medium is busy, the station first defers until the medium is
sensed idle. When this occurs, the station does not transmit immediately, which
would lead to collisions if more than one station was deferring. Instead, the station
sets a backoff timer to a random number, and does not transmit until this timer
has expired. The backoff timer is only decreased when the medium is sensed idle,
whereas whenever the medium is sensed busy, a deferral state is entered where
the backoff timer is not decreased. When the backoff timer expires, the packet
is transmitted. Another example is LAA-LTE in unlicensed band which is using
LBT-based CSMA/CA to deal with coexistence with WiFi and between different
operators as well. The listen-before-talk mechanism is similar with WiFi and the
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Fig. 7 Illustration of IEEE 802.11 MAC
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most difference is that LAA-LTE systems can’t transmit the data any time since
the data should be scheduled by downlink control channel in certain resource part.
One solution is to insert redundancy signal until control channel boundary when the
channel is determined to be idle. Both the simulation and demo results show that
LAA-LTE is a good neighbor to WiFi systems and can make both systems working
better than before [16].

Bluetooth operates at 2.4 GHz short-range radio frequency band as WiFi does.
But it uses a different radio technology called frequency-hopping spread spectrum
to deal with coexistence problem. Bluetooth divides transmitted data into packets,
and transmits each packet on one of 79 designated Bluetooth channels. Each
channel has a bandwidth of 1 MHz. Bluetooth 4.0 uses 2 MHz spacing, which
accommodates 40 channels. The first channel starts at 2402 MHz and continues
up to 2480 MHz in 1 MHz steps. It usually performs 1600 hops per second, with
Adaptive Frequency-Hopping (AFH) enabled.

3.5 Conclusion

It is clearly seen that various spectrum sharing techniques are already used in
existing wireless systems but not for cellular systems. However, the application
of them is different according to the features. Coordination protocol is more
feasible for horizontal sharing between the same technologies since connection
between different systems is very difficult to be established. GLDB and cognitive
radio are two important techniques to enable vertical sharing between different
systems. GLDB is more reliable to guarantee the protection to primary systems
but centralized structure and database information collection of other systems are
needed which is a lot of overhead. Cognitive radio is flexible as a distributed way
for coexistence with primary systems although it may not be reliable when spectrum
sensing. MAC-based coexistence mechanism such as CSMA is very promising
for sharing between systems in unlicensed band. To conclude, these spectrum
sharing techniques in existing wireless systems will provide a good reference for
the application in 5G cellular systems.

4 5G Spectrum Sharing Considerations

4.1 5G Spectrum Sharing Enablers

5G systems have some natural characteristics to facilitate the above-mentioned
spectrum sharing technique, which is explained in detail as follows:

• Vertical sharing can be a good way to unlock many bands for 5G systems as soon
as possible. As mentioned in this chapter, the candidate bands for 5G systems are

https://en.wikipedia.org/wiki/Frequency-hopping_spread_spectrum#Frequency-hopping%20spread%20spectrum
https://en.wikipedia.org/wiki/Frequency-hopping_spread_spectrum#Variations_of_FHSS%23Frequency-hopping%20spread%20spectrum
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not “clean” even for frequency above 6 GHz. Almost all candidate bands have
other existing allocations and already in use, e.g. fixed services or radar systems.
Coexistence with them may not in every case be easy and thus one way to use
these bands for 5G systems is to repurpose them for licensed cellular usage. In
some cases this approach may require a lot of effort and time to succeed. In
order to make them available for 5G use in relatively short time, one possible
compromise is to introduce LSA. 5G systems would then be operating under the
constraint of protecting the incumbent service. To allow an efficient, spectrum
database or spectrum sensing technique may be employed and details will be
described in later sections.

• Homogenous horizontal sharing could be feasible for 5G systems particularly
in high frequency band, i.e. above 6 GHz. Using these bands might not target
to provide ubiquitous coverage but non-continual coverage islands. Further,
different operators may be required to serve different traffic volumes at the
same instant. In such case, spectrum sharing techniques can bring potential gain
from statistical multiplexing. Besides, propagation conditions at high frequencies
combined with high-gain beamforming for 5G systems is a promising venue for
making good use of such frequencies.

• Heterogeneous horizontal sharing will likely only be employed in unlicensed
spectrum and can be used to boost capacity for 5G systems. The use of unlicensed
spectrum in 5 GHz for 4G systems is being discussed in 3GPP in combination of
licensed spectrum for critical control signaling. It is very likely that unlicensed
mode will continue to be a complementary method of using spectrum for 5G
systems, especially for indoor enterprise solutions.

4.2 5G General Architecture for Spectrum Sharing

The impact of spectrum sharing on 5G system architecture discussed in this section
aims at providing basic logical architecture support for implementation of 5G
spectrum sharing in all scenarios foreseen by all spectrum sharing techniques. For
specific scenario, only parts of functions are enabled according to the needs.

In order to meet the above functionality requirements, new logical entities need
to be introduced in the overall logical 5G spectrum sharing architecture. The general
view of additional logical entities overlaid to the physical structure is given in Fig. 8.

4.2.1 Spectrum Management Client (SMaC)

As shown in Fig. 8, SMaC is implemented in each Access Node (AN) to handle
spectrum-related functions. Basically, there will be one spectrum information
database which provides a list of supported frequency bands from hardware point of
view, comprising of frequency range, band type (i.e. primary user mode, unlicensed
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Fig. 8 Logical spectrum management entities (blue) over physical 5G architecture

and LSA) and potential coexisting system type (e.g. Radar, Wi-Fi, other 5G systems
and etc.). The basic function for SMaC is to check the band information from
spectrum information database which may be stored in memory part of AN. In other
words, when AN is willing to operate or operating in certain band, the implemented
SMaC inside is able to know which spectrum sharing scenarios are needed by
checking the stored band information in its database.

For example, if 5G system is operating on TVWS, it will know that this is
unlicensed band with primary users. Thus the following spectrum sharing scenarios
listed in Fig. 2 are needed in this band: vertical sharing as secondary user and
horizontal sharing including heterogeneous and homogeneous. Additionally, it may
be also known that there will be TV systems as primary user and WiFi system as
coexisting system. Then to enable coexistence with different systems in different
spectrum sharing scenario, different tool box should be selected (e.g. GLDB for
coexistence with TV systems in the scenario of vertical coexistence as secondary
user). SMaC is an import entity introduced to support implementation of spectrum
sharing tools, which comprises of the following possible support functions (SF):

• SF for GLDB: request spectrum availability information and receive spectrum
information directly from GLDB or indirectly from the Spectrum Management
Server (SMaS introduced below);

• SF for Cognitive/DSA and MAC-based coexistence: local spectrum sensing
(energy, feature detection or virtual sensing) for primary systems (e.g. Radar etc.)
or horizontal systems (e.g. Wi-Fi systems and etc.);

• SF for Cognitive/DSA: send or receive the spectrum sensing related information
to other logical functionalities (e.g. SMaS or other SMaCs) for cooperative
spectrum sensing;

• SF for Coordination Protocol: local interference measurement information
collection from other 5G systems in the same operating channel and exchange
information with other SMaCs located in neighbor ANs if needed;
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• SF for all: make its own decision on which part of the spectrum is available for
use based on collected information or receive centralized decision or recommen-
dation information for band availability from other logical functionalities (e.g.
SMaS).

Note that not all the SFs listed above should be implemented in SMaC. It depends
on which spectrum sharing tool is selected and how it is implemented.

4.2.2 Spectrum Management Server (SMaS)

The spectrum management server (SMaS) is an operational assisting logical entity
for centralized solution in part of 5G networks. Here “centralized” means it can
collect information from other distributed entities (i.e. SMaC) and may provide a
centralized decision or recommendation for spectrum availability based on gathered
information (e.g. sensing). Having a SMaS as a centralized logical entity is optional,
i.e. depending on whether the spectrum sharing tool is implemented in a centralized
manner. One benefit of this is to provide more accurate estimation on the spectrum
availability. For example, SMaS can gather sensing information from multiple
SMaCs for cooperative spectrum sensing, which will avoid hidden node problem
and improve spectrum discovery performance. The SMaS can be implemented in
a centralized control node if existing. The SMaS may have one or more of the
following functions:

• SF for GLDB support: If applicable (i.e.in scenarios where this is required),
send request for spectrum status and receive UDN-wide spectrum information
directly from GLDB/spectrum broker (i.e. SMaS can act as a proxy for the
SMaCs);

• SF for Cognitive/DSA and MAC-based coexistence: Receive the spectrum
sensing related information to other logical functionalities (e.g. SMaS or other
SMaCs) for cooperative spectrum sensing;

• SF for all: Make centralized recommendation on spectrum availability informa-
tion for its connected SMaCs and Send centralized recommendation on spectrum
availability information to its connected SMaCs.

Note that SMaS is a purely logical entity to form the logical spectrum sharing
architecture. Even when there is a SMaS in one 5G systems, only part of the listed
functions may be selected to be implemented for a specific solution.

4.2.3 Spectrum Management Database (SMaD)

A SMaD is the global centralized logical functionality to provide spectrum infor-
mation about primary systems. It is typically located outside the 5G networks.
Obviously GLDB is a typical SMaD. The detailed functions are listed as follows:
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• Keep track of the spectrum usage status of the primary system and estimate
the spectrum availability and corresponding requirements for different areas and
keep the information updated;

• Receive spectrum requests and related information from SMaS or SMaCs;
• Send spectrum information (availability status and constraint or grant) to other

logical functionalities (e.g. SMaS or SMaC).

Obviously most of the functions listed in above section require logical connec-
tions between the different logical entities. For example, the implementation of
the first listed function for the SMaC needs the connection between SMaC and
SMaD or SMaS. In addition, a protocol running over those interfaces needs to
be defined as well to ensure that the information transmitted on the connection
can be understood by the communicating logical entities. Therefore, a logical
architecture can be established by including logical entities, connections and
protocols for spectrum sharing. Given different spectrum sharing requirements,
different logical architectures may be designed. In order to provide a complete view
for spectrum sharing support, our proposed architecture here is aiming to support
the implementation of all spectrum sharing toolbox components in the different
spectrum sharing scenarios from Fig. 2.

From Fig. 9, it can be seen that for different kinds of logical connections, there
will be different kinds of spectrum sharing information exchange between the end
points of the logical connection. Therefore, different protocols should be developed
to make the communication understandable. In Fig. 10, it is exemplified by detailing
some behavior by the various flavors of the Spectrum Management Protocol (SMP):

Fig. 9 Logical 5G spectrum sharing architecture
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Fig. 10 Illustration of spectrum management protocols

• SMP-G (SMP-Global): Protocol used to communicate with external services
such as a geo-location database or a spectrum coordinator or broker entity

• SMP-SC (SMP-Server Client): Protocol used for communication between the
SMaS and the SMaC functionalities

• SMP-CC (SMP-Client Client): Protocol used for communication between SMaC
functional entities residing in different nodes.

• SMP-ICC (SMP-Inter Cluster Coordination): Protocol used for information
exchange and negotiating between different node clusters.

4.3 Spectrum Sharing Techniques for 5G

For 5G, one main difference is that the operating frequency will go even higher
especially beyond 6 GHz. However, current application spectrum sharing techniques
are employed in low frequency band, i.e. below 6 GHz. So sharing high frequency
band for 5G systems will bring significant impact to current existing spectrum
sharing techniques described in Sect. 3. The detailed impacts are analyzed below
as a starting point for 5G spectrum sharing applications.

4.3.1 Coordination Protocol for 5G

For 5G systems, coordination protocol can be one feasible candidate tool to
achieve homogenous horizontal sharing between different sharing networks or
operators. It is expected that antenna directivity with massive MIMO, which is
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one important feature for 5G, could alleviate inter-network interference which
enables aggressive spatial resource reuse between different networks. At the same
time, it brings the difference for interference coordination design from original
node pair-based in omni-mode to future link pair-based in high-gain beamforming
mode. A ‘coordination context’ may be introduced for interfering links that require
coordination for optimized performance. The objective is a solution that coordinates
radio resource usage on a “per link” basis, i.e. only transmission links that actually
create non-negligible interference (beyond a given threshold) to particular other
links should be subject to coordination. Here, coordination means that transmissions
of an inter-network interference link pair (one link in one 5G system and one in the
other) are subject to scheduling constraints so that they cannot be scheduled on the
same (time/frequency) radio resources. The two interfering networks negotiate an
agreement on such a resource partitioning and record it in the form of a Coordination
Context (CC) which is stored in a Coordination Context Database (CCDB) in each
network. The CC thus represents a constraint that needs to be considered by the
scheduler in each network. For example as shown in Fig. 11, A1 and B1 is an
interfering link pair between different 5G systems. As a result of coordination,
they will be coordinated to that the blue resources are reserved for A1 and the red
resources for B1. In general, the resource division for one interference link pair can
be in time, frequency or both.

To enable such interference coordination, reliable connections between different
networks or operators are needed. This may be more practical for LSA spectrum
since one centralized controller may be available for providing spectrum informa-
tion to achieve vertical sharing. This LSA controller will be a good bridge to handle
such kind of coordination between different networks if horizontal sharing is valid.

Fig. 11 Illustration of coordination context concept
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Fig. 12 Problem illustration of directional LBT: (a) hidden node problem; (b) exposed node
problem

4.3.2 MAC-Based Coexistence for 5G

In high frequency band, high-gain beamforming is available for 5G system design,
which will bring severe hidden node problem and exposed node problem for
traditional LBT. On one aspect, hidden node problem is that transmitter of one link
can’t hear the current link transmission but there will be interference when they
are transmitting simultaneously. One example of hidden node problem is given in
Fig. 12a. In left side, AN1 is transmitting data to UE1 and AN2 is listening. But AN2
is not in TX coverage of AN1 and thus considers the channel is available. Then
in right side, AN2 starts to transmit data to UE2. Obviously UE1 is interfered by
AN2’s transmission. On the other aspect, exposed node problem is that transmitter
of one link hears the current link transmission but actually there will be not
interference when they are transmitting simultaneously. As shown in Fig. 12b, AN1
is transmitting to UE1 and AN2 hear it. So AN2 determines the carrier/channel is
busy and will not transmit. But actually there will be no interference between these
two links because AN1 is not in RX coverage of UE2 and AN2 is not in RX coverage
of UE1.

Based on our simple evaluation and analysis, it can be concluded that tradi-
tional ‘listen’, i.e., physical carrier sensing, is not effective to avoid transmission
collision in directional transmission case especially with narrow TX&RX beam
width, Particularly there exists severe hidden node problem that almost 100 % real
interference case can’t be detected and exposed node problem that almost 100 %
detected interference is not real interference. The key reason is that transmitter
listen to transmitter doesn’t represent interference in directional transmission case.
Solution directions to this are to involve receiver into LBT process and two different
schemes are proposed. One is enhanced LBT with smart listening and notification,
i.e. transmitter listens to directional CTS and receiver listens to directional RTS. The
other is ‘listen after talk’, whose key idea is ‘talk’ first anyway and then collision
solving. It is well known that the default mode of LBT for transmitter is ‘not to send’
and data is sent only when it is confirmed that the channel is idle by listening. Listen
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after talk concept adopts opposite logic as follows: the default mode for transmitter
is ‘to send’ and data is not sent only when it is confirmed that channel is occupied
by interfering transmissions. This is motivated that low interference situation exists
for high frequency band case with high gain beamforming. In such situation, listen
after talk will reduce overhead compared to LBT due to no waste of backoff time in
most cases.

4.3.3 GLDB & Cognitive Radio for Vertical Sharing for 5G

As mentioned in Sects. 2 and 3, current vertical sharing primary systems are TV
systems or Radar systems in low frequency band. But from spectrum allocation
given by the ITU-R shows that mobile allocation above 6 GHz is almost always
allocated together with fixed link services. Above 6 GHz, fixed link services are
currently utilizing many spectrum bands. If 5G system intend to use that spectrum,
then mechanism to protect the fixed services will be required. Fixed link applications
are usually point to point, with very directive/high gain antennas. GLDB and
cognitive radio may be employed but additional features should be developed.
For GLDB support, the antenna pattern, transmission direction and etc. may also
be included in the information database besides location and power information.
Furthermore, smart exclusive zone generation should be performed according to
coexistence evaluation between fixed link system and 5G systems. For spectrum
sensing-based cognitive radio, the hidden node problem and exposed node problem
also exists, cf. Fig. 12. More advanced spectrum sensing algorithms are needed to
solve these problems of high-gain beamforming case in high frequency band.

5 Summary

First, spectrum sharing becomes more and more important for 5G systems, which
will comprise of multiple spectrum type with different scenarios, i.e., vertical
sharing and horizontal sharing. Next, spectrum sharing techniques mapping into
different scenarios are introduced, i.e. coordination protocol, GLDB support,
cognitive/DSA and MAC-based coexistence. Besides, current applications of these
techniques in real systems are described. Finally spectrum sharing directions for 5G
systems are analyzed for different spectrum sharing techniques.

In general, it should be clear that applying these spectrum sharing techniques
to practice need additional functions. These may involve signaling overhead and
implementation limits which means more work is needed. Licensed dedicated
spectrum will continue to be the dominant spectrum usage method for 5G systems
due to the possibility to control interference and guarantee coverage, while other
spectrum sharing scenarios will act as complementary spectrum usage methods
when beneficial.
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Massive MIMO Communications

Trinh Van Chien and Emil Björnson

Abstract Every new network generation needs to make a leap in area data through-
put, to manage the growing wireless data traffic. The Massive MIMO technology
can bring at least ten-fold improvements in area throughput by increasing the
spectral efficiency (bit/s/Hz/cell), while using the same bandwidth and density of
base stations as in current networks. These extraordinary gains are achieved by
equipping the base stations with arrays of a hundred antennas to enable spatial
multiplexing of tens of user terminals. This chapter explains the basic motivations
and communication theory behind the Massive MIMO technology, and provides
implementation-related design guidelines.

1 Introduction

Much higher area data throughput is required in future cellular networks, since the
global demand for wireless data traffic is continuously growing. This goal can be
achieved without the need for more bandwidth or additional base stations if the
spectral efficiency (measured in bit/s/Hz/cell) is improved. This chapter explains
why the Massive MIMO (multiple-input multiple-output) communication technol-
ogy, where multi-antenna base stations spatially multiplex a multitude of user
terminals over the entire bandwidth, is well-suited for this purpose. The rationale
behind the Massive MIMO concept and its transmission protocol is explained from
a historical perspective in Sect. 2. Next, Sect. 3 provides a basic communication
theoretic performance analysis. Closed-form spectral efficiency expressions are
derived and the key properties and performance limitations of Massive MIMO
are highlighted. The chapter is concluded by Sect. 4 where implementation-related
design guidelines are given, particularly regarding power allocation and the reuse of
pilot sequences for efficient channel estimation. Multi-cell simulations are provided
to showcase that the Massive MIMO technology can provide tenfold or even
50-fold improvements in spectral efficiency over contemporary technology, without
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the need for advanced signal processing or network coordination. Finally, the full
mathematical details are provided in Appendix at the end of this chapter.

2 Importance of Improving the Spectral Efficiency

The wireless information traffic has doubled every two and a half years since
the beginning of wireless communications, as observed by Martin Cooper at
ArrayComm in the nineties. Different technologies and use cases have dominated
in different periods, but the exponential increase is currently driven by wireless data
traffic in cellular and local area networks. There are no indications that this trend
will break anytime soon; in fact, a slightly faster traffic growth is predicted in the
well-reputed Cisco Visual Networking Index and Ericsson Mobility Report.

To keep up with the rapid traffic growth, a key goal of the 5G technologies is to
improve the area throughput by orders of magnitude; 100� and even 1000� higher
throughput are regularly mentioned as 5G design goals. The area throughput of a
wireless network is measured in bit/s/km2 and can be modeled as follows:

Area throughput .bit=s=km2/ D
Bandwidth .Hz/ � Cell density .cells=km2/ � Spectral efficiency .bit=s=Hz=cell/:

This simple formula reveals that there are three main components that can be
improved to yield higher area throughput: (1) more bandwidth can be allocated for
5G services; (2) the network can be densified by adding more cells with indepen-
dently operating access points; and (3) the efficiency of the data transmissions (per
cell and for a given amount of bandwidth) can be improved.

The improvements in area throughput in previous network generations have
greatly resulted from cell densification and allocation of more bandwidth. In
urban environments, where contemporary networks are facing the highest traffic
demands, cellular networks are nowadays deployed with a few hundred meters
inter-site distances and wireless local area networks (WLANs) are available almost
everywhere. Further cell densification is certainly possible, but it appears that we are
reaching a saturation point. Moreover, the most valuable frequency bands are below
6 GHz because these frequencies can provide good network coverage and service
quality, while higher bands might only work well under short-range line-of-sight
conditions. In a typical country like Sweden, the cellular and WLAN technologies
have in total been allocated more than 1 GHz of bandwidth in the interval below
6 GHz and thus we cannot expect any major bandwidth improvements either.

In contrast, the spectral efficiency (SE) has not seen any major improvements
in previous network generations. Hence, it might be a factor that can be greatly
improved in the future and possibly become the primary way to achieve high
area throughput in 5G networks. In this chapter, we describe the rationale and
background of the physical-layer technology Massive multiple-input multiple-
output (MIMO), which provides the means to improve the SE of future networks
by one or two orders of magnitude.
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2.1 Multi-User MIMO Communication

The SE of a single-input single-output (SISO) communication channel, from a
single-antenna transmitter to a single-antenna receiver, is upper bounded by the
Shannon capacity, which has the form log2.1 C SNR/ bit/s/Hz for additive white
Gaussian noise (AWGN) channels. The SISO capacity is thus a logarithmic function
of the signal-to-noise ratio (SNR), denoted here as SNR. To improve the SE we need
to increase the SNR, which corresponds to increasing the power of the transmitted
signal. For example, suppose we have a system that operates at 2 bit/s/Hz and we
would like to double its SE to 4 bit/s/Hz, then this corresponds to improving the
SNR by a factor 5, from 3 to 15. The next doubling of the SE, from 4 to 8 bit/s/Hz,
requires another 17 times more power. In other words, the logarithm of the SE
expression forces us to increase the transmit power exponentially fast to achieve
a linear increase in the SE of the SISO channel. This is clearly a very inefficient
and non-scalable way to improve the SE, and the approach also breaks down when
there are interfering transmissions in other cells that scale their transmit powers in
the same manner. We therefore need to identify another way to improve the SE of
cellular networks.

Each base station (BS) in a cellular network serves a multitude of user terminals.
Traditionally, the time/frequency resources have been divided into resource blocks
and only one of the user terminals was active per block. This terminal can then
receive a single data stream with an SE quantified as log2.1 C SNR/. The
efficient way to increase the SE of a cellular network is to have multiple parallel
transmissions. If there are G parallel and independent transmissions, the sum SE
becomes G log2.1C SNR/ where G acts as a multiplicative pre-log factor. Parallel
transmissions can be realized by having multiple transmit antennas and multiple
receive antennas. There are two distinct cases:

1. Point-to-point MIMO [39], where a BS with multiple antennas communicates
with a single user terminal having multiple antennas.

2. Multi-user MIMO [34], where a BS with multiple antennas communicates with
multiple user terminals, each having one or multiple antennas.

There are many reasons why multi-user MIMO is the most scalable and attractive
solution [17]. Firstly, the wavelength is 5–30 cm in the frequency range of cellular
communication (1–6 GHz). This limits the number of antennas that can be deployed
in a compact user terminal for point-to-point MIMO, while one can have almost
any number of spatially separated single-antenna terminals in multi-user MIMO.
This is an important distinction since the number of simultaneous data streams
that can be separated by MIMO processing equals the minimum of the number of
transmit and receive antennas. Secondly, the wireless propagation channel to a user
terminal is likely to have only a few dominating paths, which limits the ability to
convey multiple parallel data streams to a terminal in point-to-point MIMO. The
corresponding restriction on multi-user MIMO is that the users need to be, say,
a few meters apart to have sufficiently different channel characteristics, which is
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a very loose restriction that is true in most practical scenarios. Thirdly, advanced
signal processing is needed at the terminals in point-to-point MIMO to detect the
multiple data streams, while each terminal in multi-user MIMO only needs to detect
a single data stream.

The canonical multi-user MIMO system consists of a BS with M antennas that
serves K single-antenna terminals; see Fig. 1 for a schematic illustration. The BS
multiplexes one data stream per user in the downlink and receives one stream per
user in the uplink. Simply speaking, the BS uses its antennas to direct each signal
towards its desired receiver in the downlink, and to separate the multiple signals
received in the uplink. If the terminal is equipped with multiple antennas, it is often
beneficial to use these extra antennas to mitigate interference and improve the SNR
rather than sending multiple data streams [6]. For the ease of exposition, this chapter
concentrates on single-antenna terminals. In this case, min.M;K/ represents the
maximal number of data streams that can be simultaneously transmitted in the cell,
while still being separable in the spatial domain. The number min.M;K/ is referred
to as the multiplexing gain of a multi-user MIMO system.

a

b

Fig. 1 Illustration of the downlink and uplink transmission in a multi-user MIMO system, where
the BS is equipped with M antennas and serves K user terminals simultaneously. This illustration
focuses on line-of-sight propagation where the downlink signals can be viewed as angular beams,
but multi-user MIMO works equally well in non-line-of-sight conditions. (a) Downlink in multi-
user MIMO. (b) Uplink in multi-user MIMO
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2.2 Lessons Learned

The research on multi-user MIMO, particularly with multi-antenna BSs, has been
going on for decades. Some notable early works are the array processing papers
[1, 38, 44, 47], the patent [36] on spatial division multiple access (SDMA), and
the seminal information-theoretic works [11, 18, 42, 43, 46] that characterized
the achievable multi-user capacity regions, assuming that perfect channel state
information (CSI) is available in the system. In this section, we summarize some
of the main design insights that have been obtained over the years.

Capacity-achieving transmission schemes for multi-user MIMO are based upon
non-linear signal processing; for example, the dirty-paper coding (DPC) scheme that
achieves the downlink capacity and the successive interference cancelation (SIC)
scheme that achieves the uplink capacity. The intuition behind these schemes is that
the inter-user interference needs to be suppressed, by interference-aware transmit
processing or iterative interference-aware receive processing, to achieve the optimal
performance. These non-linear schemes naturally require extensive computations
and accurate CSI, because otherwise the attempts to subtract interference cause
more harm than good.

How large are the gains of optimal non-linear processing (e.g., DPC and SIC)
over simplified linear processing schemes where each user terminal is treated
separately? To investigate this, let us provide a numerical example where K D 10

user terminals are simultaneously served by a BS with M antennas. For simplicity,
each user is assumed to have an average SNR of 5 dB, there is perfect CSI
available everywhere, and the channels are modeled as uncorrelated Rayleigh fading
(this is defined in detail in Sect. 3). Figure 2 shows the average sum SE, as a
function of M, achieved by sum capacity-achieving non-linear processing and a
simplified linear processing scheme called zero-forcing (ZF), which attempts to
suppress all interference. The results are representative for both uplink and downlink
transmissions.

This simulation shows that the non-linear processing greatly outperforms linear
ZF when M � K. The operating point M D K makes particular sense from a
multiplexing perspective since the multiplexing gain min.M;K/ does not improve
if we let M increase for a fixed K. Nevertheless, Fig. 2 shows that there are other
reasons to consider M > K; the capacity increases and the performance with linear
ZF processing approaches the capacity. Already at M D 20 (i.e., M=K D 2) there
is only a small gap between optimal non-linear processing and linear ZF. In fact,
both schemes also approach the upper curve in Fig. 2 which represents the upper
bound where the interference between the users is neglected. This shows that we
can basically serve all the K users as if each one of them was alone in the cell.
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Fig. 2 Average spectral efficiency in a multi-user MIMO system with K D 10 users and varying
number of BS antennas. Each user has an average SNR of 5 dB and the channels are Rayleigh
fading. The sum capacity is compared with the performance of linear ZF processing and the upper
bound when neglecting all interference. The results are representative for both uplink and downlink

First lesson learned: Linear processing, such as ZF, provides a sum spectral
efficiency close to the sum capacity when M � K.

The performance analysis and optimization of linear processing schemes have
received much attention from academic researchers. While non-linear schemes are
hard to implement but relatively easy to analyze and optimize, linear processing
schemes have proved to have the opposite characteristics. In particular, computing
the optimal downlink linear precoding is an NP-hard problem in many cases
[27], which requires monotonic optimization tools to solve; see for example
[5]. Nevertheless, the suboptimal ZF curve in Fig. 2 was generated without any
complicated optimization, thus showing that the optimal linear processing obtained
in [5] can only bring noticeable gains over simple ZF for M � K, which is the
regime where we have learnt not to operate.

As mentioned earlier, the BS needs CSI in multi-user MIMO systems to separate
the signals associated with the different users. Perfect CSI can typically not be
achieved in practice, since the channels are changing over time and frequency,
and thus must be estimated using limited resources. The channel estimation of a
frequency-selective channel can be handled by splitting the frequency resources into
multiple independent frequency-flat subchannels that can be estimated separately.
A known pilot sequence is transmitted over each such subchannel and the received
signal is used to estimate the channel response. In order to explore all spatial channel
dimensions, this sequence must at least have the same length as the number of
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transmit antennas [4]. This means that a pilot sequence sent by the BS needs to
have the length M, while the combined pilot sequence sent by the single-antenna
user terminals needs to have the length K.

There are two ways of implementing the downlink and uplink transmission over
a given frequency band. In frequency division duplex (FDD) mode the bandwidth
is split into two separate parts: one for the uplink and one for the downlink. Pilot
sequences are needed in both the downlink and the uplink due to the frequency-
selective fading, giving an average pilot length of .MCK/=2 per subchannel. There
is an alternative time-division duplex (TDD) mode where the whole bandwidth is
used for both downlink and uplink transmission, but separated in time. If the system
switches between downlink and uplink faster than the channels are changing, then
it is sufficient to learn the channels in only one of the directions. This leads to an
average pilot length of min.M;K/ per subchannel, if we send pilots only in the
most efficient direction. In the preferable operating regime of M� K, we note that
TDD systems should send pilots only in the uplink and the pilot length becomes
min.M;K/ D K. We conclude that TDD is the preferable mode since it not only
requires shorter pilots than FDD, but is also highly scalable since the pilot length is
independent of the number of BS antennas.

We give a concrete numerical example in Fig. 3 for downlink transmission with
K D 10 users, an SNR of 5 dB, and uncorrelated Rayleigh fading channels.
Two linear precoding schemes are considered; (a) maximum ratio (MR) and
(b) zero-forcing (ZF). These schemes are later defined mathematically in Sect. 3.
This simulation compares the SE obtained when having perfect CSI with the
performance when having CSI estimated with pilot sequences of length �p. The
SE is shown as a function of the number of BS antennas, M, and we compare TDD
mode using �p D K D 10 with FDD mode using either �p D 10, �p D M, or
�p D min.M; 50/, where the latter models an arbitrarily chosen maximum pilot
length of 50 (e.g., motivated by pilot overhead constraints).

In TDD mode there is a visible performance loss in Fig. 3 as compared to having
perfect CSI. The loss with MR precoding is very small, which shows that it is
robust to estimation errors. The performance loss is larger for ZF precoding, since
estimation errors make it harder to suppress interference, but we notice that ZF
anyway provide higher performance than MR for all considered M. We notice that
the performance losses are substantially constant irrespective of the number of BS
antennas, thus TDD systems always benefit from adding more antennas. In contrast,
FDD systems only benefits from adding more antennas if the pilot sequences are
also made longer, as in the case �p D M. With �p D 10 there is no benefit from
having more than ten antennas, while the performance saturates at 50 antennas when
�p D min.M; 50/. In summary, TDD operation is fully scalable with respect to the
number of BS antennas, while FDD operation can only handle more antennas by
also increasing the pilot overhead. It is practically feasible to deploy FDD systems
with many antennas, particularly for slowly varying channels where we can accept
a large pilot overhead, but TDD is always the better choice in this respect.
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Fig. 3 Average downlink spectral efficiency, as a function of the number of BS antennas, with
different processing schemes and different types of CSI available at the BS. (a) Downlink
simulation with maximum ratio precoding. (b) Downlink simulation with zero-forcing precoding
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Second lesson learned: The channel estimation is simplified when operating
in TDD mode, since the pilot sequences only need to be of length K
irrespective of the number of BS antennas M.

Note that the uplink works in the same way in the TDD and FDD modes, while
the distinct benefit of TDD in terms of scalability appears in the downlink.

2.2.1 Favorable Propagation

Recall from Fig. 2 that by adding more BS antennas, both the sum capacity-
achieving non-linear processing and the simplified linear ZF processing approached
the case without interference. This is not a coincidence but a fundamental property
that is referred to as favorable propagation.

Let h1;h2 2 CM represent the channel responses between a BS and two different
user terminals. If these vectors are non-zero and orthogonal in the sense that

hH
1 h2 D 0; (1)

where .�/H denotes the conjugate transpose, then the BS can completely separate the
signals s1; s2 transmitted by the users when it observes y D h1s1 C h2s2. By simply
computing the inner product between y and h1, the BS obtains

hH
1 y D hH

1 h1s1 C hH
1 h2s2 D kh1k2s1 (2)

where the inter-user interference disappeared due to (1). The same thing can be done
for the second user: hH

2 y D kh2k2s2. Note that the BS needs perfect knowledge of h1
and h2 to compute these inner products. The channel orthogonality in (1) is called
favorable propagation, since the two users can communicate with the BS without
affecting each other.

Is there a chance that practical channels offer favorable propagation? Probably
not according to the strict definition that hH

1 h2 D 0, but an approximate form of
favorable propagation is achieved in non-line-of-sight scenarios with rich scattering:

Lemma 1. Suppose that h1 2 CM and h2 2 CM have independent random entries
with zero mean, identical distribution, and bounded fourth-order moments, then

hH
1 h2
M
! 0 (3)

almost surely as M !1.

Proof. This is a consequence of the law of large numbers. A direct proof is provided
along with Theorem 3.7 in [14]. �
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This lemma shows that the inner product between h1 and h2, if normalized with
the number of BS antennas, goes asymptotically to zero as M increases. We refer
to this as asymptotic favorable propagation and note that this phenomenon explains
the behaviors in Fig. 2; the difference between having no inter-user interference and
suppressing the interference by ZF becomes smaller and smaller as the number of
antennas increases, because the loss in desired signal gain when using ZF reduces
when the user channels become more orthogonal.

One special case in which Lemma 1 holds is h1;h2 � CN .0; IM/, where
CN .�; �/ denotes a multi-variate circularly symmetric complex Gaussian distribu-
tion and IM is the M �M identity matrix. This is known as uncorrelated Rayleigh
fading and in this case one can even prove that the variance of the inner product
in (3) is 1=M and thus decreases linearly with the number of antennas [32]. Many
academic works on Massive MIMO systems consider Rayleigh fading channels, due
to the analytic tractability of Gaussian distributions. Nevertheless, Lemma 1 shows
that asymptotic favorable propagation holds for other random channel distributions
as well. This mathematical result can be extended to also include correlation
between the elements in a channel vector. One can also derive similar analytic results
for line-of-sight propagation [32] and behaviors that resemble asymptotic favorable
propagation have been observed also in the real-world multi-user MIMO channel
measurements presented in [16, 19].

Third lesson learned: Most wireless channels seem to provide asymptotic
favorable propagation.

This lesson is yet another reason to design multi-user MIMO systems with
M � K. It is, however, important to note that .hH

1 h2/=M ! 0, as M ! 1,
does not imply that hH

1 h2 ! 0. Strict favorable propagation is unlikely to appear
in practical or theoretical channels. In fact, the inner product hH

1 h2 grows roughly
as
p

M for Rayleigh fading channels. The key point is that this correlation has a
negligible impact, since the SE depends on .hH

1 h2/=M which goes to zero roughly
as 1=
p

M. Moreover, the main suppression of inter-user interference appears already
at relatively small number of antennas due to the square root.

2.3 Massive MIMO Concept

The Massive MIMO concept was proposed in the seminal paper [28] and described
in the patent [29], both of which have received numerous scientific awards. Massive
MIMO takes multi-user MIMO communications to a new level by designing a
highly scalable communication protocol that utilizes the three lessons described
in Sect. 2.2. The basic information and communication theoretic limits of this 5G
technology were established in early works such as [7, 20, 21, 23, 30]. In this chapter
we define Massive MIMO as follows:
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Massive MIMO is a multi-user MIMO system with M antennas and K users
per BS. The system is characterized by M � K and operates in TDD mode
using linear uplink and downlink processing.

This definition does not manifest any particular ratio between M and K, or any
particular orders of magnitude that these parameters should have. One attractive
example is a system with M in the range of 100–200 antennas, serving between
K D 1 and K D 40 users depending on the data traffic variations. The first public
real-time implementation of Massive MIMO is the LuMaMi testbed described in
[41], which features M D 100 and K D 10. We stress that other definitions
of Massive MIMO are available in other works and can both be more restrictive
(e.g., require certain dimensionality of M and K) and looser (e.g., also include FDD
mode), but in this chapter we only consider the definition above.

The BS antenna array typically consists of M dipole antennas, each having an
effective size �=2��=2, where � is the wavelength. This means that an array area of
1 m2 can fit 100 antennas at a 1.5 GHz carrier frequency and 400 antennas at 3 GHz.
Each antenna is attached to a separate transceiver chain, so that the system can
access the individual received signal at each antenna and select the individual signals
to be transmitted from each antenna. The array can have any geometry; linear,
rectangular, cylindrical, and distributed arrays are described in [25]. It is important
to note that no model of the array geometry is exploited in the Massive MIMO
processing, thus the antennas can be deployed arbitrarily without any geometrical
array calibration.

The basic Massive MIMO transmission protocol is illustrated in Fig. 4. The
time–frequency resources are divided into blocks of size Bc Hz and Tc s, with the
purpose of making each user channel approximately frequency-flat and static within
a block. Hence, the bandwidth Bc is selected to be smaller or equal to the anticipated
channel coherence bandwidth among the users, while Tc is smaller or equal to the
anticipated channel coherence time of the users. For this particular reason, each

Bc

Time

Frequency Tc

Downlink
data

Uplink
pilots and data

Fig. 4 Illustration of the basic Massive MIMO transmission protocol, where the time–frequency
resources are divided into coherence intervals, each containing �c D BcTc transmission symbols.
Each coherence interval contains uplink pilot sequences and can be used for both uplink and
downlink payload data transmission based on TDD operation
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block is referred to as a coherence interval. The number of transmission symbols
that fit into a coherence interval is given by �c D BcTc, due to the Nyquist-Shannon
sampling theorem. The dimensionality of the coherence interval depends greatly on
the anticipated system application. For example, a coherence interval of �c D 200

symbols can be obtained with Bc D 200 kHz and Tc D 1ms, which supports
highway user velocities in urban environments at 2 GHz carrier frequencies. Much
larger coherence intervals (e.g., �c at the order of 103 or 104) can be obtained by
limiting the application to scenarios with low user mobility and short delay spread.

Each coherence interval is operated in TDD mode and can contain both downlink
and uplink payload transmissions. To enable channel estimation at the BS, �p of the
symbols in each coherence interval are allocated for uplink transmission of pilot
sequences (where �p � K), while the remaining �c � �p symbols can be allocated
arbitrarily between uplink and downlink payload data transmissions.

We let �UL and �DL denote the fractions of uplink and downlink payload
transmission, respectively. This means that the uplink contains �UL.�c � �p/ data
symbols and the downlink contains �DL.�c��p/ data symbols per coherence interval.
Naturally, these fractions satisfies �UL C �DL D 1 and �UL; �DL � 0. Notice
that no downlink pilots are assumed in this protocol, since the effective precoded
channels converge to their mean values when the BS has many antennas (due to
the law of large numbers). It is certainly possible to also send a small amount
of downlink pilots, particularly for estimating the small fading variations of the
effective precoded channels, but the additional gains from doing this appears to be
small in many relevant Massive MIMO cases [31].

Based on this definition of Massive MIMO, the next sections analyze how large
SEs that the transmission protocol can offer in 5G cellular networks.

3 Performance Analysis

In this section, we describe the uplink detection and downlink precoding of a
Massive MIMO network, and analyze the achievable system performance. We
consider a basic Massive MIMO network comprising L cells, each consisting of
a BS with M antennas and K single-antenna user terminals.

The channel response between the lth BS and user k in the ith cell is denoted by
hl

i;k D Œhl
i;k;1 : : : hl

i;k;M�
T 2 C

M, where .�/T denotes the transpose. These channel
vectors are ergodic random variables that are assumed to take new independent
realizations in each coherence interval; recall the Massive MIMO protocol described
in Sect. 2.3. To show that the general concept of Massive MIMO is applicable in
any propagation environment, we keep the performance analysis general by only
defining the basic statistical channel properties: the mean value and variance of
each channel coefficient hl

i;k;m (note that m stands for the mth antenna at BS l, for
m D 1; : : : ;M). We let
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Nhl
i;k D Efhl

i;kg D ŒNhl
i;k;1 : : :

Nhl
i;k;M�

T (4)

denote the vector of mean values. The variance of the mth coefficient of hl
i;k is

denoted by

ˇl
i;k D Vfhl

i;k;mg; (5)

which is independent of the antenna index m (assuming that the large-scale fading
is stationary over the BS array). We also assume that each BS and user can keep
perfect track of these long-term statistical properties, and that the user channels are
statistically independent.

Using these channel properties, we now analyze the uplink and the downlink.

3.1 Uplink with Linear Detection

For each uplink symbol, the received baseband signal yl 2 CM at the lth BS is
modeled as

yl D
LX

iD1

KX

kD1
hl

i;k
p

pi;kxi;k C nl; (6)

where xi;k is the normalized transmission symbol (with Efjxi;kj2g D 1) and pi;k is the
transmit power of user k in cell i. The receiver hardware at the BS is contaminated
by additive white noise, as modeled by the vector nl 2 C

M which is zero-mean
circularly symmetric complex Gaussian distributed with variance �2UL; that is,
nl � CN .0; �2ULIM/.

The matrix notations Hl
i D Œhl

i;1 : : : hl
i;K � 2 C

M�K , Pi D diag.pi;1; : : : ; pi;K/ 2
CK�K , and xi D Œxi;1 : : : xi;K �

T 2 CK can be used to write the multi-cell multi-user
MIMO system model from (6) in a compact matrix form:

yl D
LX

iD1
Hl

iP
1=2
i xi C nl: (7)

The channels hl
i;k need to be estimated at BS l to perform good detection and this

is done in the uplink by letting each user transmit a sequence of �p pilot symbols; see
Fig. 4. We let �p D fK for some positive integer f (e.g., 1; 2; : : :) which is called the
pilot reuse factor. This allows for linear independence between a total of �p different
pilot sequences. This is, by design, sufficient to allocate independent pilot sequence
to the K users in each cell and to also divide the L cells into f disjoint cell groups
having fully independent pilot sequences. The benefit of having multiple cell groups
is reduced interference during the pilot transmission and the corresponding gains in
estimation quality are quantified below.
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The uplink received signal Ypilot
l 2 CM��p at the lth BS during pilot trans-

mission is

Ypilot
l D

LX

iD1
Hl

iP
1=2
i ˆH

i CNl (8)

and collects the received signal from (7) over the �p pilot symbols. Here,
ˆi D Œ�i;1 : : :�i;K � 2 C�p�K denotes the pilot matrix used by the K users in
the ith cell, where �i;k 2 C�p is the pilot sequence used by the kth user in that cell.
The pilot matrix satisfies ˆH

i ˆi D �pIK . Moreover, ˆH
l ˆi D �pIK if cell l and cell

j belong to the same cell group (i.e., use the same set of pilots), while ˆH
l ˆi D 0

if the two cells belong to different cell groups. For notational convenience, we let
Pl 	 f1; : : : ;Lg denote the set of cell indices that belong to the same cell group as
cell l, including l itself. Some particular examples are given later in Fig. 7.

By using the channel mean and variances, defined in the beginning of Sect. 3, we
can use the linear minimum mean square error (LMMSE) estimator to separately
acquire each element of hl

i;k from the received pilot signal (8), which was proposed

in [37] as a low-complexity estimation scheme. The channel estimate Ohl

i;k related to
the true channel response hl

i;k is given by the following lemma.

Lemma 2. Suppose that BS l estimates each channel coefficient separately from its
received signal (8) using an LMMSE estimator. BS l can then estimate the channel
to the kth user in the jth cell as

Ohl

j;k D Nhl
j;k C

p
pj;kˇ

l
j;kP

i2Pj
pi;k�pˇ

l
i;k C �2UL

0

@Ypilot
l �j;k �

X

i2Pj

p
pi;k�p Nhl

i;k

1

A : (9)

Each element of the uncorrelated estimation error el
j;k D hl

j;k � Oh
l

j;k has zero mean
and the variance

MSEl
j;k D ˇl

j;k

 

1 � pj;k�pˇ
l
j;kP

i2Pj
pi;k�pˇ

l
i;k C �2UL

!

: (10)

Proof. The proof is available in Appendix at the end of this chapter. �

It is worth emphasizing that the estimation error variance in (10) is independent
of M, thus the estimation quality per channel coefficient is not affected by adding
more antennas at the BS. Note that Lemma 2 holds for any correlation between the
channel coefficients, since each coefficient is estimated separately. If the channel
coefficients are correlated, with a known correlation structure and distribution, the
estimation quality would improve with the number of antennas if the estimator is
modified appropriately [4]. We also stress that the estimation error is only affected



Massive MIMO Communications 91

by noise and interference from the users in the same cell group that are allocated the
same pilot sequence. In addition, we notice that the estimate in (9) can be computed
using elementary linear algebra operations, with low computational complexity.

Using the channel estimates derived in Lemma 2, in this chapter we analyze
the performance of a Massive MIMO network with non-cooperative BSs. During
uplink payload data transmission this means that the BS in cell l only utilizes its own
received signal yl in (6) and only targets to detect the signals sent by its own K users.
Signals coming from users in other cells are perceived as inter-cell interference
and eventually treated as additional noise. The BS in cell l discriminates the signal
transmitted by its kth user from the interference by multiplying the received signal
in (6) with a linear detection vector vl;k 2 CM as follows:

vH
l;kyl D

LX

iD1

KX

tD1
vH

l;khl
i;t
p

pi;txi;t C vH
l;knl

D vH
l;khl

l;k
p

pl;kxl;k
„ ƒ‚ …

Desired signal

C
KX

tD1
t¤k

vH
l;khl

l;t
p

pl;txl;t

„ ƒ‚ …
Intra-cell interference

C
LX

iD1
i¤l

KX

tD1
vH

l;khl
i;t
p

pi;txi;t

„ ƒ‚ …
Inter-cell interference

C vH
l;knl

„ƒ‚…
Residual noise

(11)

where xi;t is the transmitted data symbol from user t in cell i. As seen from (11),
the processed received signal is the superposition of four parts: the desired signal,
intra-cell interference, inter-cell interference, and residual noise. Since the linear
detection vector vl;k appears in all these terms, it can be used to amplify the desired
signal, suppress the interference, and/or suppress the noise. More precisely, by
gathering the detection vectors at BS l in matrix form as Vl D Œvl;1 : : : vl;K � 2 C

M�K ,
there are two main schemes being considered in the Massive MIMO literature:
maximum ratio (MR) and zero-forcing (ZF). These are given by

Vl D
8
<

:

OHl

l; for MR,

OHl

l

�
. OHl

l/
H OHl

l

��1
; for ZF.

(12)

MR detection exploits the M observations in yl to maximize the ratio between the
average signal gain in (11) and the norm of the detection vector:

E

(
vH

l;khl
l;k

kvl;kk

)

D vH
l;k
Ohl

l;k

kvl;kk 
 k
Ohl

l;kk (13)

where the expectation is computed with respect to the zero-mean channel estimation

error. The inequality in (13) is satisfied with equality by vl;k D Ohl

l;k (leading to

MR detection with Vl D OHl

l). In contrast, the ZF detection matrix utilizes the M
observations over the antennas to minimize the average intra-cell interference, while
retaining the desired signals:
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Fig. 5 Block diagram of the uplink transmission with linear detection in a multi-cell multi-user
MIMO network, where BS l receives a linear combination of the signals transmitted from all K
users in all L cells

EfVH
l Hl

lP
1=2
l xlg D VH

l
OHl

lP
1=2
l xl D

�
. OHl

l/
H OHl

l

��1 �
. OHl

l/
H OHl

l

�
P1=2l xl D P1=2l xl (14)

where the expectation is computed with respect to the zero-mean channel estimation
error and the second equality follows from the ZF detection matrix definition.
The average processed signal becomes P1=2l xl D Œ

p
pl;1xl;1 : : :

p
pl;Kxl;K �

T , which

contains no intra-cell interference. Note that the inverse of the K�K matrix . OHl

l/
H OHl

l
only exists if M � K. There are also multi-cell variants of ZF detection that can be
used to cancel out inter-cell interference; see for example [2] and [9].

A block diagram of the uplink transmission with linear detection is provided
in Fig. 5. The purpose of the detection is to make the detected signal Qxl;k at BS
l equal to the true signal xl;k, at least up to a scaling factor. Due to noise and
estimation errors, there is always a mismatch between the signals which is why the
communication link has a limited capacity. If the true signal xl;k originates from a
discrete constellation set X (e.g., a quadrature amplitude modulation (QAM)), Qxl;k

is selected based on vH
l;kyl by finding the minimum distance over all the candidates

x 2X :

Qxl;k D min
x2X

ˇ
ˇ
ˇvH

l;kyl � vH
l;k
Ohl

l;k
p

pl;k x
ˇ
ˇ
ˇ
2

: (15)

This expression can be utilized to compute bit error rates and similar uncoded
performance metrics. Since modern communication systems apply channel coding
over relatively long data blocks, to protect against errors, the ergodic channel
capacity is a more appropriate performance metric in 5G networks. It merits to
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note that the ergodic capacities of the individual communication links are hard to
characterize exactly, particularly under imperfect channel knowledge, but tractable
lower bounds are obtained by the following theorem.

Theorem 1. In the uplink, a lower bound on the ergodic capacity of an arbitrary
user k in cell l is

RUL
l;k D �UL

�
1 � �p

�c

�
log2

�
1C SINRUL

l;k

�
; (16)

where the signal-to-interference-and-noise ratio (SINR) is

SINRUL
l;k D

pl;k

ˇ̌
E
˚
vH

l;khl
l;k

�ˇ̌2

LP

iD1

KP

tD1
pi;tE

˚jvH
l;khl

i;tj2
�� pl;k

ˇ
ˇE
˚
vH

l;khl
l;k

�ˇˇ2 C �2ULE fkvl;kk2g
: (17)

Proof. The proof is available in Appendix at the end of this chapter. �
Theorem 1 demonstrates that the achievable SE of an arbitrary user k in cell l in

a Massive MIMO network can be described by an SINR term SINRUL
l;k that contains

expectations with respect to the small-scale channel fading. The numerator contains
the gain of the desired signal, while the denominator contains three different terms.
The first term is the average power of all the signals, including both multi-user
interference and the desired signal, while the second term subtracts the part of the
desired signal power that is usable for decoding. The third term is the effective
noise power. The pre-log factor .1 � �p

�c
/ compensates for the fact that �p=�c of

the transmission symbols contain pilots instead of payload data. The SE is also
multiplied by �UL, which was defined earlier as the fraction of uplink data. Clearly,
MR detection aims at maximizing the numerator of SINRUL

l;k , while ZF detection
tries to minimize the intra-cell interference.

The expectations in Theorem 1 can be computed numerically for any channel
distribution and any detection scheme. In the case of MR detection, the desired
signal gain jEfvH

l;khl
l;kgj2 grows as M2 for most channel distributions, while the

noise term �2ULEfkvl;kk2g only grows as M and thus becomes less significant the
more antennas are deployed at the BS. This property is known as the array gain
from coherent detection. The behavior of the multi-user interference terms greatly
depends on the channel distribution, but typically these terms will also have the
slower scaling of M [32], except for users that interfered with each other during
pilot transmission (i.e., appeared in each other’s expressions (10) for the estimation
error variance). The latter is a phenomenon called pilot contamination and is further
discussed later in this chapter.

To demonstrate these properties in detail, we now consider the special case in
which the channel between BS l and user k in cell i is uncorrelated Rayleigh fading:

hl
i;k � CN

�
0; ˇl

i;kIM
�
: (18)



94 T. Van Chien and E. Björnson

Hence, Nhl
i;k D Efhl

i;kg D 0, which means that there is no line-of-sight channel
component. This special case is relevant in rich-scattering environments where the
channel does not have any statistically dominating directivity.

Subsequently, the LMMSE estimate in Lemma 2 simplifies to

Ohl

j;k D
p

pj;kˇ
l
j;kP

i2Pj

pi;k�pˇ
l
i;k C �2UL

Ypilot
l �j;k (19)

and becomes circularly-symmetric complex Gaussian distributed:

Ohl

j;k � CN
�
0; .ˇl

j;k �MSEl
j;k/IM

�
: (20)

There is an important relationship between the two estimated channels Ohl

l;k and Ohl

i;k
for cell indices i and l such as i 2Pl, expressed by

Ohl

i;k D
p

pi;kˇ
l
i;kp

pl;kˇ
l
l;k

Ohl

l;k: (21)

This equation shows that BS l cannot tell apart the channels of users that send the
same pilot sequence; the estimates are the same up to a scaling factor. This fact is
the cause of pilot contamination and will have a key impact on the performance, as
shown later.

Moreover, the LMMSE estimator in (19) is also the MMSE estimator in the
special case of Rayleigh fading, since the channels are Gaussian distributed [24].
By using these key properties, the ergodic SE in Theorem 1 can be computed in
closed form for MR and ZF detection, as shown by the following corollary.

Corollary 1. In the uplink, if all channels are uncorrelated Rayleigh fading, the
lower bound on the ergodic capacity of user k in cell l stated in Theorem 1 becomes

RUL
l;k D �UL

�
1 � �p

�c

�
log2

�
1C SINRUL

l;k

�
; (22)

where the SINR is

SINRUL
l;k D

Gpl;kˇ
l
l;k

pl;k�pˇ
l
l;kP

i02Pl
pi0 ;k�pˇ

l
i0 ;k

C�2UL

G
P

i2Plnflg
pi;kˇ

l
i;k

pi;k�pˇ
l
i;kP

i02Pl
pi0 ;k�pˇ

l
i0 ;k

C�2UL
C

LP

iD1

KP

tD1
pi;tzl

i;t C �2UL

(23)

and the parameters G and zl
i;t depend on the choice of detection scheme. MR gives

G D M and zl
i;t D ˇl

i;t , while ZF gives G D M � K and

zl
i;t D

(
MSEl

i;t; for i 2Pl;

ˇl
i;t; otherwise:
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Proof. The proof is available in Appendix at the end of this chapter. �

The closed-form achievable SE expressions in Corollary 1 provide many insights
on the advantages of spatial multi-user multiplexing and the effects of channel
estimation. Firstly, the desired signal term in the numerator of (23) scales with
the number of BS antennas, proportionally to M and M � K with MR and ZF,
respectively. This array gain is multiplied with the average received signal power
per antenna, pl;kˇ

l
l;k, and the relative channel estimation quality

pl;k�pˇ
l
l;kP

i02Pl
pi0;k�pˇ

l
i0 ;k C �2UL

; (24)

which is a number between 0 and 1 (where 1 is perfect CSI and 0 is no CSI).
Secondly, we notice that the first term of the denominator in (23) has a similar

structure as the desired signal and represents the coherent pilot contamination—
interference that is amplified along with the desired signals due the BS’s inability to
tell apart users that use the same pilot sequence. The pilot contamination degrades
the SINR by adding additional interference that scales as M or M � K, depending
on the detection scheme. However, since pilot contamination only arises at BS l from
the interfering user in cell i in Pl, the network can suppress pilot contamination by
increasing the pilot reuse factor f and by designing the cell groups appropriately. To
understand how to suppress pilot contamination, we have a look at the ratio between
the pilot contamination term and the signal term in (23):

G
P

i2Plnflg
pi;kˇ

l
i;k

pi;k�pˇ
l
i;kP

i02Pl
pi0 ;k�pˇ

l
i0 ;k

C�2UL

Gpl;kˇ
l
l;k

pl;k�pˇ
l
l;kP

i02Pl
pi0 ;k�pˇ

l
i0 ;k

C�2UL

D
X

i2Plnflg

 
pi;kˇ

l
i;k

pl;kˇ
l
l;k

!2
: (25)

This ratio represents the relative strength of the pilot contamination and (25) should
preferably be small. The pilot contamination caused by UE k in cell i is small
whenever ˇl

i;k=ˇ
l
l;k is small, which occurs when either ˇl

l;k is large (i.e., the desired
user is close to its serving BS) or ˇl

i;k is small (i.e., the interfering cell is far away).
The cell groups should be designed based on these properties, and this issue is
further discussed in Sect. 4.2.

Thirdly, the performance in Corollary 1 is also affected by classical noise and
interference. Since MR focuses only on maximizing the SNR, the interference termPL

iD1
PK

tD1 pi;tˇ
l
i;t is simply the average signal power received at any antenna of BS

l. In contrast, ZF pays attention to the intra-cell interference and takes no notice
of the noise. The interference suppression replaces the full channel variance ˇl

i;t
in the aforementioned interference summation with the estimation error variance
MSEl

i;t for cells i 2 Pl. Due to the imperfect CSI (i.e., MSEl
i;t > 0) not all intra-

cell interference can be removed by ZF. However, the pilot contamination also has
the positive effect that not only intra-cell interference is suppressed, but also the
inter-cell interference coming from other users in the same cell group (which use
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the same pilots as in cell l). The fact that the interference and noise terms are
independent of M, while the desired signal scales with M, is a consequence of the
asymptotic favorable propagation that was described in Sect. 2.2.1.

If we limit the scope to a single-cell network, achievable SE expressions can be
obtained directly from Corollary 1 by simply setting Pl D flg and removing the
interference from all other cells j 2 f1; : : : ;Lg n flg. For simplicity of exposition, we
leave out the cell index l in this special case.

Corollary 2. In the single-cell uplink, if all channels are uncorrelated Rayleigh
fading, a lower bound on the ergodic SE of an arbitrary user k is given by

RUL
k D �UL

�
1 � �p

�c

�
log2

0

B
B
B
@
1C Gp2k�pˇ

2
k

�
pk�pˇk C �2UL

� � KP

tD1
ptzt C �2UL

�

1

C
C
C
A
: (26)

Here, the parameters G and zt depend on the detection scheme. MR gives G D M

and zt D ˇt , while ZF gives G D M � K and zt D ˇt�
2
UL

pt�pˇtC�2UL
.

This corollary shows that the spatial multi-user multiplexing capability is even
greater in isolated single-cell networks. The most notable difference compared to a
multi-cell network is the lack of inter-cell interference, both during data and pilot
transmission. In other words, the interference only originates from users within the
own cell, while pilot contamination vanishes thanks to the orthogonality of all pilot
sequences in the cell. The SE per cell is therefore higher in single-cell networks than
in the multi-cell networks—at least if the cell geometry is the same and we only
neglect inter-cell interference. The motivation of having multiple cells is, of course,
to cover a larger area and thereby achieve much higher total SE. The scenarios when
the interference suppression of ZF is beneficial as compared to MR can be identified
from Corollary 2 as the cases when

M � K
KP

tD1
ptˇt�

2
UL

pt�pˇtC�2UL
C �2UL

>
M

KP

tD1
ptˇt C �2UL

: (27)

To summarize, we have derived uplink SE expressions for Massive MIMO
networks, for general channel distributions in Theorem 1 and for Rayleigh fading
in Corollary 1. In the latter case, the expressions are in closed form and can
thus be computed and analyzed directly, without having to simulate any channel
fading realizations. These expressions are used in Sect. 4 to illustrate the anticipated
performance of Massive MIMO networks.
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3.2 Downlink with Linear Precoding

Next, we consider the downlink of a Massive MIMO network where the BSs are
transmitting signals to their users. For an arbitrary BS l, we let xl 2 CM denote
the transmitted signal vector intended for its K users. We consider linear precoding
where this vector is computed as

xl D
KX

tD1

p
�l;twl;tsl;t; (28)

where the payload symbol sl;t intended for user t in cell l has unit transmit power
Efjsl;tj2g D 1 and �l;t represents the transmit power allocated to this particular user.
Moreover, wl;t 2 C

M , for t D 1; : : : ;K, are the corresponding linear precoding
vectors that determine the spatial directivity of the signal sent to each user.

The received signal yl;k 2 C at user k in cell l is modeled as

yl;k D
LX

iD1
.hi

l;k/
Hxi C nl;k; (29)

where nl;k � CN .0; �2DL/ is the additive white noise with variance �2DL. Notice
that hi

l;k is the same channel response as in the uplink, due to the reciprocity of
physical propagation channels (within a coherence interval).1 A block diagram of
the downlink transmission is provided in Fig. 6. Since there are no downlink pilots
in the Massive MIMO protocol described in Sect. 2.3, the users are assumed to only
know the channel statistics. The lack of instantaneous CSI would greatly reduce the
performance of small MIMO systems, but Massive MIMO works well without it
since the effective precoded channels quickly approach their mean as more antennas
are added. Hence, coherent downlink reception is possible using only statistical CSI.
This leads to a low-complexity communication solution where all the intelligence
is placed at the BS. Since the ergodic capacity is hard to characterize in this case,
the following theorem derives a lower bound on the capacity between user k in cell
l and its serving BS.

Theorem 2. In the downlink, a lower bound on the ergodic rate an arbitrary user
k in cell l is

RDL
l;k D �DL

�
1 � �p

�c

�
log2

�
1C SINRDL

l;k

�
; (30)

1In fact, the reciprocal channel is .hi
l;k/

T , using the regular transpose instead of the conjugate
transpose as in (29), but since the only difference is a complex conjugation we can characterize
the performance using (29) without loss of generality. The reason to use the conjugate transpose is
that the notation becomes easier and the relation to the uplink is clearer.
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Fig. 6 Block diagram of the downlink transmission with linear precoding in a multi-cell MIMO
system, where BSs equipped with M antennas are transmitting signals that reach user k in cell l

where the SINR is

SINRDL
l;k D
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ˇ
ˇE
˚
.hl
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Hwl;k
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LP

iD1
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tD1
�i;tE

˚j.hi
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Hwi;tj2
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ˇ
ˇE
˚
.hl

l;k/
Hwl

l;k

�ˇˇ2 C �2DL

: (31)

Proof. The proof is available in Appendix at the end of this chapter. �

The downlink achievable SE provided in Theorem 2 holds for any channel
distributions and choice of precoding vectors. Since the uplink and downlink
channels are reciprocal, it would make sense if the uplink and downlink performance
were also somehow connected. The downlink achievable SE in Theorem 2 indeed
bears much similarity with the corresponding uplink expression in Theorem 1. The
desired signal terms are the same, except for the potentially different transmit power
parameters and the fact that the detection vector is replaced by the corresponding
precoding vector. The interference terms have a similar structure, but the indices are
swapped between the channel vector and the processing vector. This is because the
uplink interference arrives through different channels for different users while all the
downlink interference from a particular cell comes through the same channel from
the BS. These observations lead to the following uplink–downlink duality [9, 10]:
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Lemma 3. Suppose that the downlink precoding vectors are selected as

wl;k D vl;kp
E fkvl;kk2g

(32)

based on the uplink detection vectors vl;k, for all l and k. For any given uplink powers
pi;t (for i D 1; : : : ;L and t D 1; : : : ;K), there exist a corresponding set of downlink
powers �i;t (for i D 1; : : : ;L and t D 1; : : : ;K) such that

SINRUL
l;k D SINRDL

l;k (33)

for all l and k, and

PL
iD1

PK
tD1 pi;t

�2UL

D
PL

iD1
PK

tD1 �i;t

�2DL

: (34)

Proof. The proof is available in Appendix at the end of this chapter. �

This lemma shows that the same performance can be achieved in both the uplink
and the downlink, if the downlink power is allocated in a particular way based on
the uplink powers and the precoding vectors are selected based on the detection
vectors as in (32). The downlink powers are computed according to (72), which is
given in Appendix at the end of this chapter since the important thing for now is that
there exist a collection of downlink powers that give exactly the same performance
in both directions. If �2UL D �2DL, then the same total transmit power is used in both
directions of the Massive MIMO network; however, the power will generally be
distributed differently over the users.

Motivated by the uplink–downlink duality, it makes sense to consider MR and
ZF precoding as the main downlink precoding schemes. These are defined as

wl;k D

8
ˆ̂
<̂

ˆ̂
:̂

Ohl
l;kr

E

n
kOhl

l;kk2
o ; for MR,

OHl
lrl;kr

E

n
k OHl

lrl;kk2
o ; for ZF,

(35)

where rl;k denotes the kth column of .. OHl

l/
H OHl

l/
�1.

Similar to the uplink performance analysis, we now compute the downlink SE in
closed form for uncorrelated Rayleigh fading channels, as defined in (18). Because
of the channel reciprocity, the channel estimates obtained at the BSs in the uplink

can also be used in the downlink. In particular, the channel estimates Ohi

i;k and Ohi

l;k for
cell indices i and l with l 2Pi are still related as
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Ohi

l;k D
p

pl;kˇ
i
l;kp

pi;kˇ
i
i;k

Ohi

i;k; (36)

thus showing that pilot contamination exists also in the downlink; that is, BS i cannot
precode signals toward its user k without also precode the signal towards user k in
cell i 2Pl. The next corollary specializes Theorem 2 for Rayleigh fading channels.

Corollary 3. In the downlink, if all channels are uncorrelated Rayleigh fading, the
lower bound on the ergodic capacity of user k stated in Theorem 2 becomes

RDL
l;k D �DL

�
1 � �p

�c

�
log2

�
1C SINRDL

l;k

�
; (37)

where the SINR is
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: (38)

The parameters G and zi
l;k are specified by the precoding scheme. MR precoding

gives G D M and zi
l;k D ˇi

l;k, while ZF precoding gives G D M � K and

zi
l;k D

(
MSEi

l;k; for i 2Pl;

ˇi
l;k; otherwise:

Proof. The proof is available in Appendix at the end of this chapter. �
For Rayleigh fading channels, Corollary 3 shows that the array gain, pilot

contamination, and all other attributes of MR and ZF precoding are very similar
to the uplink counterparts. Hence, the same kind of observations can be made from
Corollary 3 as previously done for Corollary 1.

In the single-cell scenario, the SE expression in Corollary 3 simplifies to the
following result.

Corollary 4. In the single-cell downlink, if all channels are uncorrelated Rayleigh
fading, a lower bound on the ergodic SE of an arbitrary user k is given by

RDL
k D �DL

�
1 � �p

�c

�
log2

0

@1C G�kpk�pˇ
2
k

�
pk�pˇk C �2UL

� �
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PK

tD1 �t C �2DL

�

1

A : (39)

The parameters G and zk depend on the precoding scheme. MR gives G D M and

zk D ˇk, while ZF obtains G D M � K and zk D ˇk�
2
UL

pk�pˇkC�2UL
.
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We conclude the analytical part of this chapter by recalling that the uplink and
downlink spectral efficiencies with Massive MIMO can be easily computed from
Theorems 1 and 2 for any channel distributions and processing schemes. In the
uncorrelated Rayleigh fading case there are even closed-form expressions. The same
SINR performance can be achieved in the uplink and downlink, based on what is
known as uplink–downlink duality. The intuition is that the downlink precoding and
uplink detection vectors should be the same, but that the power allocation needs to
be adapted differently in the two cases.

4 Design Guidelines and Anticipated Spectral
Efficiency Gains

In this section, we provide some basic design guidelines for Massive MIMO
networks and showcase the SEs that the technology can deliver to 5G networks
according to the theory developed in Sect. 3. For illustrative purposes, we consider
a classic cellular network topology with hexagonal cells, where each cell can be
illustrated as in Fig. 1. In other words, the BS is deployed in the center of the cell,
while the K users are distributed over the cell area. When many cells of this type
are placed next to each other, the cellular network has the shape showed in Fig. 7.
While conventional cellular networks use sectorization to split each cell into, say,
three static sectors, this is not assumed here. This is because the spatial transceiver
processing at the BS in Massive MIMO basically creates K virtual sectors, adapted
dynamically to the positions of the current set of users.

4.1 Power Allocation

The average transmit power of user k in cell j is denoted by pj;k in the uplink and
by �j;k in the downlink. These are important design parameters that determine the
SEs of the users; see Theorem 1 (for the uplink) and Theorem 2 (for the downlink).
Since inter-user interference is an important factor in any multi-user MIMO system,
each transmit power coefficient affects not only the strength of the desired signal
at the desired user, but also the amount of interference caused to all the other users
in the network (although the interference is most severe within a cell and between
neighboring cells). The selection of these transmit power coefficients is referred to
as power allocation and needs to be addressed properly.

A key property of Massive MIMO is that the small-scale fading in time and
the frequency-selective fading variations are negligible, since they essentially
average out over the many antennas at each BS. For example, the SE expressions
for Rayleigh fading channels in Corollaries 1–4 only depend on the channel
variancesˇl

i;k and not on the instantaneous realizations of the corresponding channel
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vectors hl
i;k. Therefore, there is no need to change the power allocation between each

coherence interval, but only over the longer time frame where the channel variances
change, due to modifications in the large-scale propagation behaviors (e.g., caused
by user mobility). This is a substantial increase of the time frame in which power
allocation decisions are to be made, from milliseconds to seconds. This fact makes
it possible to optimize and coordinate the power allocation across cells, in ways that
have not been possible in the past due computational or delay limitations.

A structured approach to power allocation is to find the transmit powers that
jointly maximize the network utility functions UUL.fRUL

l;k g/ and UDL.fRDL
l;k g/ in the

uplink and downlink, respectively. These utilities are increasing functions of the
users’ SEs, where fRUL

l;k g and fRDL
l;k g denote the sets of all SEs. Some particular

examples of network utility functions are [8]

U.fRl;kg/ D

8
ˆ̂
<

ˆ̂:

PL
lD1

PK
kD1 Rl;k; Sum utility;

QL
lD1

QK
kD1 Rl;k; Proportional fairness;

minl2f1;:::;Lg; k2f1;:::;Kg Rl;k; Max-min fairness;

(40)

where we have omitted the uplink/downlink superscripts since the same type of
utility function can be utilized in both cases. These utilities are often maximized
with respect to a given power budget per user (in the uplink) and per BS (in the
downlink). For brevity, we will not provide any further mathematical details, but
briefly outline what is known around power allocation for Massive MIMO.

Maximization of the sum utility (SU) provides high SEs to users with good
average channel conditions, at the expense of low SE for users with bad average
channel conditions. In contrast, max-min fairness (MMF) enforces that each user
should get equal SE, which effectively means that users with good channels reduce
their SEs to cause less interference to the users with bad channels. Proportional
fairness (PF) can be shown to lie in between these extremes. The SU achieves the
highest sum SE, since this is really what is optimized by this utility function, while
MMF trades some of the sum SE to obtain a uniform user experience. The choice of
network utility function is a matter of subjective taste, since there is no objectively
optimal utility function [8]. Nevertheless, there seems to be a trend towards more
fairness-emphasizing utilities in the Massive MIMO literature [9, 33, 45], motivated
by the fact that contemporary networks are designed to provide high peak rates,
while the cell edge performance is modest and needs to be improved in 5G. In the
uplink, another important aspect to consider in the power allocation is the fact that a
BS cannot simultaneously receive desired user signals of very different power levels,
since then the weak signals will then drown in the quantization noise caused by the
analog-to-digital conversion. Hence, even if the channel attenuation might differ by
50 dB within a cell, these variations need to be brought down to, say, 10 dB by the
uplink power allocation.

From a numerical optimization perspective, the downlink power allocation
problem (for fixed uplink power allocation) has the same mathematical structure
as the seemingly different scenario of single-antenna multi-cell communications
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with perfect CSI. The downlink utility optimization can therefore be solved using
the techniques described in [3, 27, 35] and references therein. In general, the PF
and MMF utilities give rise to convex optimization problems that can be solved
efficiently with guaranteed convergence to the global optimum. These algorithms
can also be implemented in a distributed fashion [3]. The SU problem is, in contrast,
provable non-convex and hard to solve [27], which means that the optimal solution
cannot be found under any practical constraints on complexity.

The uplink power allocation is more complicated than power allocation in the
downlink; for example, because the SE expression in Corollary 1 contains both
pj;k and p2j;k (while the downlink SE expressions only contain the linear term �j;k).
Nevertheless, there are several efficient algorithms that maximize the MMF utility
[12, 13, 45], and the approach in [13] can also maximize the SU and PF utilities
with MR and ZF detection. The work [26] provides an alternative methodology to
maximize an approximation of the SU metric for other detection methods.

In summary, power allocation is used in Massive MIMO to distribute the sum SE
over the individual users. There are plenty of algorithms that can be used to optimize
the power allocation, depending on the utility function that is used in the system.

4.2 Non-Universal Pilot Reuse

An important insight from the theoretical analysis in Sect. 3 is that the SE of
a particular cell j is influenced by the pilot signaling carried out in other cells.
The degradations in CSI estimation quality and pilot contaminated interference are
caused only by the interfering cells in Pj that use the same pilot sequences as cell j.
Since the channel attenuation of the interference increases with distance, one would
like these interfering cells to be as far away from cell j as possible—and the same is
desirable for all cells in Pj.

Recall that the pilot reuse factor f D �p=K was assumed to be an integer in
Sect. 3, which leads to a division of the L cells into f disjoint cell groups. The case
f D 1 is known as universal pilot reuse and f > 1 is called non-universal pilot
reuse. Since the hexagonal cell topology has a multiple of six cells in each tier of
interfering cells, the smallest pilot reuse factors that give rise to symmetric pilot
reuse patterns are f D 1, f D 3, and f D 4 [15]. Examples of such reuse patterns
are given in Fig. 7, where cells with different colors use different subsets of the pilot
sequences. The cells with the same color use exactly the same subset of pilots and
therefore cause pilot contamination to each other, while there is no contamination
between cells with different colors. If the center cell in Fig. 7 has index j, then Pj is
the set of all cells having the same color. By increasing the pilot reuse factor, there
are more colors and therefore fewer interfering cells in each group. We note that
with a pilot reuse factor of f D 4, one can either divide the cells into four different
disjoint groups (as in the lower left example in Fig. 7) or divide each cell into two
subcells: cell edge and cell center (as in the lower right example in Fig. 7). The latter
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Fig. 7 Illustration of
potential symmetric reuse
patterns created by three
different pilot reuse factors, f ,
in a cellular network with
hexagonal cells. In the lower
right case, each cell is divided
into two sub-cells with
different sets of pilots. If j is
the index of a particular cell,
then Pj is the index set of all
cells having the same color.
Only the cells with the same
color use the same pilot
sequences, and thereby
degrade each other’s CSI
estimation quality and cause
pilot contaminated
interference

f = 4 f = 4

f = 3f = 1

is known as fractional pilot reuse and can be used to have less frequent pilot reuse
at the cell edges than in the cell centers [2], because it is users at the cell edges that
are most sensitive to pilot contamination.

To give a concrete example, consider a Massive MIMO scenario with M D 200

BS antennas and a coherence interval of �c D 400 symbols. The users are assumed
to be uniformly distributed in the cell, except for the 10 % cell center, and the
channels are modeled as uncorrelated Rayleigh fading with a distant-dependent
channel attenuation with pathloss exponent 3:7. We consider the pilot reuse factors
f 2 f1; 3; 4g, but not the fractional pilot reuse case. Recall from the uplink–
downlink duality in Lemma 3 that the same SE is achievable in the uplink and
the downlink, thus it is sufficient to study the uplink. We assume a simple power
allocation policy

pj;k D ı

ˇ
j
j;k

j D 1; : : : ;L; k D 1; : : : ;K; (41)

where ı � 0 is a design parameter that determines the SNR achieved at each BS
antenna: pj;kˇ

j
j;k=�

2
BS D ı=�2BS.2 This is called statistical channel inversion power

allocation.

2This explicit uplink power allocation policy is very similar to what the uplink MMF utility would
give [3], but has the benefit of not requiring any numerical optimization.
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Fig. 8 Average spectral efficiency, as a function of the number of users, with different processing
schemes and pilot reuse factors. Two different SNR levels are considered: ı=�2BS D 0 dB or 20 dB.
(a) Maximum ratio detection. (b) Zero-forcing detection

Figure 8 shows the average SE for different number of users, for both MR and ZF
detection. The first observation from Fig. 8 is that the two SNR levels, ı=�2BS D 0 dB
and 20 dB, give essentially the same performance. This shows that Massive MIMO
works equally well at high and low SNRs, since the array gain makes the SE
interference-limited and not noise-limited. Next, we notice that different pilot reuse
factors are desirable at different user loads (i.e., number of users K). A pilot reuse
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of f D 3 is desired at low load, while f D 1 is needed to reduce the prelog factor
.1� fK=�c/ when K is large. By selecting f properly, one can always operate on the
top curve in Fig. 8 and then Massive MIMO can provide a high SE over a wide range
of different number of users. In fact, the technology provides a relatively stable SE
for any K > 10. This removes the need for intricate scheduling in Massive MIMO
networks, because all active users can basically be served simultaneously in every
coherence interval (or at least up to �c=2 users, to leave half of the coherence interval
for data, which is a number that is typically more than a hundred [9]); the high sum
SE is then shared between all the users.

Another observation is that the difference in SE between ZF and MR is relatively
small in Fig. 8; ZF only gives a performance gain of between 3 and 45 %, depending
on the number of users. This should be compared with the single-cell simulation
in Fig. 3, where ZF provided more than twice the SEs as MR. The reason for
the more modest performance gap is that also ZF suffers from interference in the
multi-cell case, since the pilot contamination and many inter-cell interferers make it
impossible to cancel all interference.

In summary, the pilot reuse factor is an important design parameter in Massive
MIMO networks and the best choice depends on the user load. As shown in [3], it
also depends on the propagation environment and the number of BS antennas.

4.3 How High Spectral Efficiency can Massive MIMO Deliver?

We conclude this chapter by showcasing the SE that the Massive MIMO technology
can deliver in the uplink and downlink of 5G networks—which is the same due to
the uplink–downlink duality. We continue the previous simulation example from
Fig. 8, but focus on ZF processing with pilot reuse f D 3 and a power allocation
policy that gives an SNR of 0 dB to everyone. Note that these design choices are
motivated by the previous simulation results.

Figure 9 shows the SE as a function of the number of BS antennas M. The number
of active users is optimized for each M to get the highest SE, and the optimal user
numbers are also shown in the figure. A reasonable performance baseline is the
IMT-Advanced requirements for 4G networks, provided in [22]. This document
specifies spectral efficiencies in the range of 2–3 bit/s/Hz/cell, depending on the
simulation scenario. In comparison, the Massive MIMO network considered in
Fig. 9 achieves 52 bit/s/Hz/cell using M D 100 antennas, which is a 17� to 26�
improvement over IMT-Advanced. With M D 400 antennas the Massive MIMO
system achieves 114 bit/s/Hz/cell, which is an incredible 38� to 57� improvement
over IMT-Advanced. These improvements are between one and two orders of
magnitude!

It is important to notice that the number of active users increase alongside the
SE in Fig. 9. If one divides the top curve with the bottom curve, this gives the SE
per user. Interestingly, the SE per user lies in the modest range of 1–2.5 bit/s/Hz.
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Fig. 9 Average spectral efficiency, as a function of the number of BS antennas, with ZF
processing, a pilot reuse factor f D 3, and an SNR of 0 dB. The number of users is optimized
for each antenna number to yield the highest SE, and the corresponding number of users is also
shown

Such spectral efficiencies can be achieved in practice using conventional modulation
schemes, such as 16-QAM with appropriate channel coding.

In conclusion, Massive MIMO can theoretically provide tenfold or even
50-fold improvements in SE over IMT-Advanced. These huge improvements are
mainly achieved by serving many users simultaneously, while the SE per user
is in the conventional range. Huge gains are achieved already at M D 100 or
fewer BS antennas. These are indeed very encouraging results indicating that the
Massive MIMO technology is key to not only improve the SE, but can also be the
driving force towards achieving orders of magnitude higher area throughput in 5G
technologies.
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Appendix

Proof of Lemma 2

Recall that �j;k 2 C
�p is the pilot sequence used by the kth user in the jth cell, where ˆj D

Œ�j;1 : : :�j;K �. Since the desired channel hl
j;k only appears as hl

j;k�
H
j;k in (8), a sufficient statistic for

estimating this channel is given by

Ypilot
l �j;k D

LX

iD1

Hl
iPiˆ

H
i �j;k C Nl�j;k

D X

i2Pj

p
pi;k�phl

i;k C Qnl;j;k

(42)

where Qnl;j;k D Nl�j;k D ŒQnl;j;k;1 : : : Qnl;j;k;M�
T � CN .0; �p�

2
ULIM/. The second equality follows

from the assumed orthogonality of the pilot sequences.
Based on (42), we compute a separate LMMSE estimate of each element of hl

j;k. If yl;j;k;m 2 C

denotes the mth row of the vector in (42), then

yl;j;k;m D X

i2Pj

p
pi;k�phl

i;k;m C Qnl;j;k;m: (43)

By the definition of LMMSE estimation [24], the LMMSE estimate of hl
j;k;m is given by

Ohl
j;k;m D E

n
hl

j;k;m

o
C

Cov
n
hl

j;k;m; yl;j;k;m

o

V
˚
yl;j;k;m

�
�
yl;j;k;m � E

˚
yl;j;k;m

��
(44)

where we recall that E
n
hl

j;k;m

o
D Nhl

j;k;m by definition and Covf�; �g stands for covariance. Moreover,

we have

E
˚
yl;j;k;m

� D X

i2Pj

p
pi;k�p Nhl

i;k;m; (45)

Cov
n
hl

j;k;m; yl;j;k;m

o
D p

pj;k�pˇ
l
j;k; (46)

V
˚
yl;j;k;m

� D X

i2Pj

pi;k�
2
pˇ

l
i;k C �p�

2
UL: (47)

The estimation expression in (9) is obtained by substituting (45)–(47) into (44) and writing the
result in vector form. The variance of the estimate is then given by

V

nOhl
j;k;m

o
D
ˇ̌
ˇCov

n
hl

j;k;m; yl;j;k;m

oˇ̌
ˇ
2

V
˚
yl;j;k;m

� D pj;k�p.ˇ
l
j;k/

2

P
i2Pj

pi;k�pˇ
l
i;k C �2UL

; (48)

while the estimation error variance in (10) is obtained as ˇl
j;k�V

nOhl
j;k;m

o
since the LMMSE estimate

and its error are uncorrelated [24].
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Proof of Theorem 1

The ergodic capacity CUL
l;k with linear detection and pilot-based channel estimation is the supremum

of the mutual information between the input signal xl;k and the output signal vH
l;kyl in (11). The

supremum is taken over the distribution of the unit-variance input signal xl;k, thus a lower bound
is obtained by assuming that xl;k � CN .0; 1/. Let bH denote the channel estimates available as
side-information at the receiver. We then have that

CUL
l;k � �UL

�
1� �p

�c

�
I.xl;kI vH

l;kyl; bH /

D �UL

�
1� �p

�c

��
h.xl;k/� h.xl;kjvH

l;kyl; bH /
�

D �UL

�
1� �p

�c

��
log2.	e/� h.xl;kjvH

l;kyl; bH /
�

(49)

where I.�I �/ denotes the mutual information under the suboptimally assumed Gaussian signal
distribution and h.�/ is the differential entropy function. The first equality follows from the
definition of mutual information and the second equality uses the entropy expression for complex
Gaussian random variables. The factor �UL.1� �p

�c
/ is the fraction of transmission symbols used for

uplink data in each coherence interval. It remains to characterize h.xl;kjvH
l;kyl; bH /, which is done

by finding a tractable upper bound on this term:

h.xl;kjvH
l;kyl; bH / D h.xl;k � ˛vH

l;kyljvH
l;kyl; bH /

� h.xl;k � ˛vH
l;kyl/

� log2
�
	eEfjxl;k � ˛vH

l;kylj2g
�

(50)

where the equality follows from the fact that subtracting a known variable ˛vH
l;kyl, for some

deterministic scalar ˛, does not change the entropy. The first inequality follows from dropping the
knowledge of vH

l;kyl and bH which increases the entropy, while the second inequality follows from
exploiting the fact that the highest entropy is obtained when xl;k � ˛vH

l;kyl is a zero-mean complex
Gaussian random variable with the same second-order moment as the original variable has.

The last step of the proof is to select ˛ to get the tightest upper bound in (50), which corresponds
to the minimization problem

min
˛

E
˚jxl;k � ˛vH

l;kylj2� D 1

1C SINRUL
l;k

; (51)

which is solved by first computing the expectation with respect to the independent signals xi;t, for
all i and t, then finding the optimal ˛ by equating the first derivative of the expression (with respect
to ˛) to zero, and substituting it back into the expression. From (49) to (51) we now have

CUL
l;k � �UL

�
1� �p

�c

� 

log2.	e/� log2

 

	e
1

1C SINRUL
l;k

!!

D �UL

�
1� �p

�c

�
log2

�
1C SINRUL

l;k

�
;

(52)

which is the result stated in the theorem.
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Proof of Corollary 1

Before computing the SINR expression in (23) for Rayleigh fading channels, we recall that

V
˚
hl

i;t;m

� D ˇl
i;t; (53)

V

nOhl
i;t;m

o
D pi;t�p.ˇ

l
i;t/

2

P
i02Pl

pi0;t�pˇ
l
i0;t C �2UL

; (54)

MSEl
i;t D ˇl

i;t

 

1� pi;t�pˇ
l
i;tP

i02Pl
pi0 ;t�pˇ

l
i0;t C �2UL

!

; (55)

for the channel between an arbitrary user t in cell i .i D 1; : : : ; L/ and BS l. Note that m is used
as an arbitrary antenna index since the channel variance is the same for all antennas. The corollary

is first proved in the case of MR detection, where vl;k D Ohl

l;k, in which case SINRUL
l;k in Theorem 1

becomes

SINRMR;UL
l;k D

pl;k

ˇ
ˇ̌
E

n
.Ohl

l;k/
Hhl

l;k

oˇˇ̌2

LP

iD1

KP

tD1

pi;tE

n
j.Ohl

l;k/
Hhl

i;tj2
o

� pl;k

ˇ̌
ˇE
n
.Ohl

l;k/
Hhl

l;k

oˇ̌
ˇ
2 C �2ULE

n
kOhl

l;kk2
o : (56)

It remains to compute the expectations in the numerator and denominator of (56). Since

hl
l;k D Ohl

l;k C el
l;k, as stated in Lemma 2, the numerator is computed as

pl;k

ˇ
ˇ̌
E

n
.Ohl

l;k/
Hhl

l;k

oˇˇ̌2 D M2pl;k

�
V

nOhl
l;k;m

o�2
: (57)

When computing the denominator, we decompose its first term into three parts based on the pilot
reuse; the first two parts contain the cells that use the same pilot sequences as cell l (i.e., all cells
in Pl) and the third part contains the remaining cells. We then observe that

LX

iD1

KX

tD1

pi;tE

n
j.Ohl

l;k/
Hhl

i;tj2
o

� pl;k

ˇ
ˇ̌
E

n
.Ohl

l;k/
Hhl

l;k

oˇˇ̌2 C �2ULE

n
kOhl

l;kk2
o

D X

i2Pl

pi;kE

n
j.Ohl

l;k/
Hhl

i;kj2
o

C X

i2Pl

KX

tD1
t¤k

pi;tE

n
j.Ohl

l;k/
Hhl

i;tj2
o

C X

i…Pl

KX

tD1

pi;tE

n
j.Ohl

l;k/
Hhl

i;tj2
o

� pl;k

ˇ̌
ˇE
n
.Ohl

l;k/
Hhl

l;k

oˇ̌
ˇ
2 C �2ULE

n
kOhl

l;kk2
o

D M2
V

nOhl
l;k;m

o X

i2Plnflg

pi;kV

nOhl
i;k;m

o
C MV

nOhl
l;k;m

o X

i2Pl

KX

tD1

pi;tV
˚
hl

i;t;m

�

C MV

nOhl
l;k;m

o X

i…Pl

KX

tD1

pi;tV
˚
hl

i;t;m

�C MV

nOhl
l;k;m

o
�2UL:

(58)

The first term in the second expression of (58) demonstrates the effect of pilot contamination and is
computed by using (21) and the independence between the MMSE estimate and its estimation error.
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Besides, we handle the expectation EfkOhl

l;kk4g by virtue of Lemma 2.9 in [40], since Ohl

l;k.
Ohl

l;k/
H is

an M � M central complex Wishart matrix with one degree of freedom:

E

n
kOhl

l;kk4
o

D E

n
tr2
�Ohl

l;k.
Ohl

l;k/
H
�o

D M.M C 1/
�
V

nOhl
l;k;m

o�2
; (59)

where tr.�/ stands for the trace of a matrix. In contrast, the second term of the middle expression
of (58) is computed by the fact that the remaining users in Pl use pilot sequences that are
orthogonal to the pilot sequence of user k. The third term in (58) is computed based on the
independence between the channel estimates in cell l and the channels in other cells not belong

to Pl, while the last term follows from the fact that E
n
kOhl

l;kk2
o

D MV

nOhl
l;k;m

o
.

Substituting (57) and (58) into (56), the SINR expression with MR detection becomes

SINRMR;UL
l;k D

Mpl;kV

nOhl
l;k;m

o

M
P

i2Plnflg
pi;kV

nOhl
i;k;m

o
C P

i2Pl

KP

tD1

pi;tV
˚
hl

i;t;m

�C �2UL

(60)

which equals the expression in the corollary by further substituting (53)–(55) into (60).
In case of ZF detection, the channel inversion structure yields the property

E
˚
vH

l;khl
l;k

� D 1: (61)

Additionally, the noise term in (17) is computed as

�2ULE
˚kvl;kk2

� D �2ULE

(

tr

	�
. OHl

l/
H OHl

l

�
�1



k;k

)

D �2UL

.M � K/V
nOhl

l;k;m

o (62)

by utilizing the fact that . OHl

l/
H OHl

l is a K � K central complex Wishart matrix with M degrees of
freedom and applying Lemma 2.10 in [40] to compute the trace of the inverse. Note that Œ��k;k is
used here to denote the kth diagonal element of a matrix.

Substituting (61) and (62) into (17), we achieve the SINR expression

SINRZF;UL
l;k D pl;k

LP

iD1

KP

tD1

pi;tE
˚jvH

l;khl
i;tj2
�� pl;k C �2UL

.M�K/VfOhl
l;k;mg

: (63)

To compute the remaining expectations, we utilize the pilot reuse patterns together with the ZF
properties to decompose the expectation term in (63) into three terms:

LX

iD1

KX

tD1

pi;tE
˚jvH

l;khl
i;tj2
�

D X

i2Pl

pi;kE

n
jvH

l;k
Ohl

i;kj2
o

C X

i2Pl

KX

tD1

pi;tE
˚jvH

l;kel
i;tj2
�C X

i…Pl

KX

tD1

pi;tE
˚jvH

l;khl
i;tj2
�

D X

i2Pl

p2i;k.ˇ
l
i;k/

2

pl;k.ˇ
l
l;k/

2
C X

i2Pl

KX

tD1

pi;tMSEl
i;t

.M � K/V
nOhl

l;k;m

o C X

i…Pl

KX

tD1

pi;tV
˚
hl

i;t;m

�

.M � K/V
nOhl

l;k;m

o :

(64)
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In the last equality of (64), the first term is obtained by utilizing the relationship between user
channels for cells in Pl as stated in (21). The second and third terms follow directly from the
independence between the ZF detection vector, the estimation errors for channels in Pl and the
complete channels for cells not in Pl. Moreover, Lemma 2.10 in [40] is again used to compute the

expectation of the inverse of the central complex Wishart matrix . OHl

l/
H OHl

l. Substituting (64) back
into (63) and utilizing the properties in (53)–(55), the final SINR expression for ZF is obtained.

Proof of Theorem 2

Substituting (28) into (29), the received signal at user k in cell l is

yl;k D
LX

iD1

.hi
l;k/

H
KX

tD1

p
�i;twi;tsi;t C nl;k

D p
�l;k.h

l
l;k/

Hwl;ksl;k
„ ƒ‚ …

Desired signal

C
KX

tD1
t¤k

p
�l;t.h

l
l;k/

Hwl;tsl;t

„ ƒ‚ …
Intra-cell interference

C
LX

iD1
i¤l

KX

tD1

p
�i;t.h

i
l;k/

Hwi;tsi;t

„ ƒ‚ …
Inter-cell interference

C nl;k„ƒ‚…
Noise

:
(65)

The last row of (65) shows that sl;k is the desired signal that we want to detect, under additive
noise, intra-cell, and inter-cell interference. Similar to Theorem 1, if CDL

l;k is the ergodic capacity
with linear precoding, then we compute a lower bound on the mutual information between sl;k and
yl;k by considering a potentially suboptimal Gaussian signal distribution, sl;k � CN .0; 1/, and
bounding the corresponding conditional mutual information I.sl;kI yl;k/ as follows:

CDL
l;k � �DL

�
1� �p

�c

�
I.sl;kI yl;k/

� �DL

�
1� �p

�c

��
log2.	e/� h.sl;kjyl;k/

�

� log2
�
1C SINRDL

l;k

�

(66)

where the inequalities follow from the same procedures as in (50)–(52). The lower bound on the
ergodic capacity RDL

l;k in (30) is then obtained. Note that in contrast to the proof of Theorem 1, the
receiver does not have any side-information with channel estimates in the downlink.

Proof of Lemma 3

Let 
l;1; : : : ; 
l;K be the uplink SINRs of the K users in cell l that are achieved by Theorem 1 for the
given detection vectors and uplink power coefficients, such that the equations SINRUL

l;k D 
l;k hold
for l D 1; : : : ; L and k D 1; : : : ;K. From this condition we get


l;k
E
˚kvl;kk2�

ˇ̌
E
˚
vH

l;khl
l;k

�ˇ̌2 D pl;k

LP

iD1

KP

tD1

pi;t
EfjvH

l;khl
i;tj
2g

Efkvl;kk
2g � pl;k

jEfvH
l;khl

l;kgj2
Efkvl;kk

2g C �2UL

; (67)

by multiplying each side of the equation SINRUL
l;k D 
l;k with E

˚kvl;kk2� =jEfvH
l;khl

l;kgj2 .
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The goal is to prove that also SINRDL
l;k D 
l;k holds if the downlink precoding vectors in (32)

are used and the downlink transmit power coefficients are selected appropriately. According to the
definition of the downlink precoding vectors, the equation SINRDL

l;k D 
l;k can be written as


l;k
E
˚kvl;kk2�

ˇ̌
E
˚
.hl

l;k/
Hvl;k

�ˇ̌2 D �l;k

LP

iD1

KP

tD1

�i;t
Efj.hi

l;k/
H vi;tj2g

Efkvi;tk2g � �k
jEf.hl

l;k/
H vl;kgj2

Efkvl;kk
2g C �2DL

; (68)

by multiplying each side of the equation with E
˚kvl;kk2� =jEf.hl

l;k/
Hvl;kgj2.

Let us define a diagonal matrix D and a matrix ‰ , both of size KL � KL. Let Dl 2 CK�K be
the lth diagonal block of D and let ‰ l;i 2 CK�K be the .l; i/th block of ‰ . The elements of these
blocks are defined as

ŒDl�k;k D 
l;kE
˚kvl;kk2�

ˇ
ˇE
˚
.hl

l;k/
Hvl;k

�ˇˇ2
; (69)

�
‰ l;i

�
k;t D

8
<̂

:̂

Efj.hi
l;k/

H vi;tj
2g

Efkvi;tk2g � jEf.hl
l;k/

H vl;kgj2
Efkvl;kk

2g ; for l D i and t D k;

Efj.hi
l;k/

H vi;tj
2g

Efkvi;tk2g ; otherwise:
(70)

Using this notation, the KL equations in (67) and (68) respectively become

p

�2UL

D �
IKL � D‰T

�
�1

D1KL; (71)

�

�2DL

D .IKL � D‰/
�1 D1KL; (72)

where p D ŒpT
1 : : : pT

L �
T and pi D Œpi;1 : : : pi;K �

T contain the uplink transmit powers, � D
Œ�T
1 : : : �T

L �
T and �i D Œ�i;1 : : : �i;K �

T contain the downlink transmit powers, 1KL is a KL � 1

vector with only ones, and IKL is the KL � KL identity matrix. These equations give the uplink
and downlink transmit powers that provide the SINRs 
l;1; : : : ; 
l;K in cell l, but only if the inverses
.IKL � D‰T/�1 and .IKL � D‰/�1 exist.

Since IKL � D‰T and IKL � D‰ have the same eigenvalues, either both or none of the inverses
exist. Recall that we have selected 
l;k (for l D 1; : : : ; L, k D 1; : : : ;K) as the SINRs that were
actually achieved in the uplink, thus the inverses must exist and (72) gives the downlink transmit
powers that achieves the same SINRs in the downlink as in the uplink. It is also straightforward to
show that

1T
KLp

�2UL

D �T 1KL

�2DL

; (73)

which corresponds to the relationship between the total transmit power in the uplink and downlink
stated in the lemma.
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Proof of Corollary 3

The proof follows along the same lines as the proof of Corollary 1, because the same expectations
are involved, thus the variances summarized in (53)–(55) are still useful. We briefly summarize the
proof of Corollary 3 as follows.

We need to compute all the expectations in (31). MR precoding gives the desired signal power

�l;k

ˇ̌
E
˚
.hl

l;k/
Hwl;k

�ˇ̌2 D �l;k

MV

nOhl
l;k;m

o
ˇ̌
ˇE
n
kOhl

l;kk2
oˇ̌
ˇ
2 D M�l;kV

nOhl
l;k;m

o
(74)

and the denominator is computed as

LX

iD1

KX

tD1

�i;tE
˚j.hi

l;k/
Hwi;tj2

�� �l;k

ˇ̌
E
˚
.hl

l;k/
Hwl

l;k

�ˇ̌2 C �2DL

D X

i2Pl

�i;kE
˚j.hi

l;k/
Hwi;kj2

�C X

i2Pl

KX

tD1
t¤k

�i;tE
˚j.hi

l;k/
Hwi;tj2

�

C X

i…Pl

KX

tD1

�i;tE
˚j.hi

l;k/
Hwi;tj2

�� �l;k

ˇ̌
E
˚
.hl

l;k/
Hwl

l;k

�ˇ̌2 C �2DL

D M
X

i2Plnflg

�i;kV

nOhi
i;k;m

o
C

LX

iD1

KX

tD1

�i;tV
˚
hi

l;k;m

�C �2DL:

(75)

Substituting (74) and (75) into (31), yields the SINR expression stated for MR in the corollary.
Next, we consider ZF precoding for which we notice that

E

�
�� OHi

iri;t

�
��
2
�

D E

( 	�
. OHi

i/
H OHi

i

�
�1



t;t

)

D 1

.M � K/V
nOhi

i;t;m

o (76)

by utilizing the fact that . OHi

i/
H OHi

i is a central complex Wishart matrix with M degrees of freedom.
Hence, the ZF precoding vector becomes

wi;t D
r

.M � K/V
nOhi

i;t;m

o OHi

iri;t: (77)

Using this precoding vector, we compute the numerator and denominator of (31) as follows:

�l;k

ˇ
ˇE
˚
.hl

l;k/
Hwl

l;k

�ˇˇ2 D .M � K/�l;kV

nOhl
l;k;m

o
; (78)

LX

iD1

KX

tD1

�i;tE
˚j.hi

l;k/
Hwi;tj2

�� �l;k

ˇ̌
E
˚
.hl

l;k/
Hwl;k

�ˇ̌2 C �2DL

D .M � K/
X

i2Plnflg

�i;kV

nOhi
l;k;m

o
C X

i2Pl

KX

tD1

�i;tMSEi
l;k C X

i…Pl

KX

tD1

�i;tVfhi;t;mg C �2DL:

(79)

Substituting (78) and (79) into (31), yields the SINR expression stated for ZF in the corollary.
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Millimeter-Wave Mobile Communications

Yi Wang and Zhenyu Shi

Abstract Mobile communications in millimeter wave (mmWave) bands have
recently attained a wide range of research due to the available ultra-broad spectrum
bands. In this chapter, we introduce the key technologies of mmWave communi-
cations based on pioneering researches. Channel measurement and modeling as
a fundamental issue is presented in Sect. 2. Beam-tracking technique based on
large-scale antenna array is studied in Sect. 3. Network architecture, particularly
considering unified access and backhaul, is presented in Sect. 4. Current prototypes
are introduced in Sect. 5. Finally we summarize the chapter in Sect. 6.

1 Background

The development of wireless cellular networks has been growing rapidly during the
past decades. There are still exploding demands for high quality data communica-
tions in applications such as smart phones, tablets and video streaming. The capacity
of cellular networks in 2020 is envisioned to be as much as 1000 times compared
to current fourth-generation (4G) technology. Meanwhile, the cellular network is
expected to be capable of connecting 50 billion devices for wireless services.

Recently, mmWave communication has been investigated because of its ultra
broad spectrum band [1, 2]. Typical mmWave frequencies range from 6GHz
to 100GHz including 6GHz, 15GHz, 28GHz [3, 4], 38GHz [3], 60GHz [5],
and E-band (71–76 GHz, 81–86 GHz) [1, 4]. From channel measurements, the
propagation loss for mmWave transmission is quite large. Its transmission range
is thus limited. Therefore, mmWave transmission is more suitable for small cells for
data rate and dense user scenarios. Owing to these features, mmWave transmission
is tailored for a hotspot scenario and has become a promising candidate for the fifth
generation (5G) [7–9, 16, 18, 22].
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2 mmWave Channel Measurements and Modeling

Channel propagation property is a fundamental topic of mmWave communications
[17]. The channel model will affect the spectrum allocation in the International
Telecomm Union (ITU) and the World Radio Conference (WRC) as well as system
design and performance evaluation in 3rd Generation Partnership Project (3GPP)
standards.

2.1 Ultra-Wide Band Channel Sounder

An ultra wide band channel measurement sounder for transmitter and receiver
has been developed by Huawei Chengdu branch, see Fig. 1. The front-end can
be changed in order to match different carrier frequencies. The transmitter has a
signal generator for signal generation, and the receiver uses a signal analyzer for
measurement data acquisition. A transmitter (TX) and receiver (RX) synchronized
spectrum sweeping solution is adopted. In this way, 2GHz or even larger bandwidth
can be measured. The signal generator at TX sites and the signal analyzer at RX
sites are controlled remotely by a personal computer through network.

Fig. 1 Channel sounder at E-band, transmitter (left) and receiver (right)
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Frequency bands from 71 to 73GHz were measured. Vertically polarized horn
antennas with 25 dBi gain and 10ı half power beam width (HPBW) are used for
both outdoor and indoor measurements. At the receiver, the channel information
from four different neighboring angles of arrival can be caught by a four-channel
RF-front together with four horn antennas.

2.2 Channel Measurement

In this section we present current measurements in E-band. The typical scenarios
of mmWave communications are indoor hotspots and outdoor hotspots, these two
scenarios have been measured in Huawei Chengdu branch.

The outdoor scenario is selected in dense office buildings, see Fig. 2. Both
transmitter and receiver are set at the height of 2–4 m. In non line-of-sight (NLOS)
channel, there are building and trees for blocking but there are reflected signals from
the opposite building where glass window and concrete wall provide reflections.
Occasionally there are a few people going across the road which causes body
penetration loss. A dining room is selected as the indoor hotspot scenario, see Fig. 3.
The dining room is 70m long and 25m wide. Food lines are located at both ends.
Most walls are made of glass and the rest are made of concrete.

For the line-of-sight (LOS) TX-RX location, the TX and RX antennas were
aligned by means of optical. Then the TX antenna fixed pointing at the aligned
angle. The RX antenna adjusts elevation angle of the aligned line to �10ı, 0ı and
10ı, respectively, with the antenna scanning around the entire 360ı azimuth plane
in 10ı (i.e. antenna half power beam width) step.

For the NLOS scenario, there are two steps to complete the measurement
procedure. First, searching the strongest path in each TX-RX location. In this step,
both the TX and the RX antennas were automatically rotated to find the strongest

Fig. 2 UMi outdoor scenario, LOS (left) and NLOS (right)
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Fig. 3 Indoor hotspot scenario, LOS (left) and NLOS (right)

received power. Second, Setting the pointing angle of the TX and RX antenna for
maximum received power as the 0ı azimuth and elevation angles for the TX and
the RX antenna, respectively. The RX antenna adjusts elevation angle of the aligned
line to �10ı, 0ı and 10ı, three statuses with the antenna scanning around the entire
360ı azimuth plane in 10ı step.

The measurement results are shown in Fig. 4. We take close-in reference model
with reference distance 1m for path loss since all the parameters have physical
meanings [1]. It is reasonable because the measurements cannot cover all distances
and sites. Table 1 lists the parameters of close-in reference model based on the
measurements. The NLOS path loss exponents (PLEs) of 72GHz is 4:08 for indoor
and 3:67 for outdoor which are comparable to that of 2GHz in 3GPP model.
However, a more accurate path loss channel model and more measurement data
are required before making any conclusion.
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Fig. 4 E-band path loss in UMi outdoor and indoor

Table 1 The path loss
parameters in 72GHz,
close-in reference model with
reference distance 1m is
applied

Scenario LOS/NLOS PLE(ˇ) ˛ �

Indoor LOS 2:58 69:47 2:38

NLOS 4:08 69:47 10:63

Outdoor LOS 2:86 69:47 9:76

NLOS 3:67 69:47 8:34

2.3 Channel Modeling

There are a number of organizations and researchers working on channel modeling
in mmWave bands (ref. the survey in [1, 6]). Mobile and Wireless Communications
Enablers for the Twenty-twenty Information Society (METIS) project in Europe
proposed a map-based channel model which is essentially a simplified ray-tracing
method to model channels and fully depends on the defined map. Institute for
Electrical and Electronic Engineers (IEEE) 802:11ay standard is making efforts
to extend the Saleh-Valenzuela (S-V) model in 60GHz to larger distance up
to 100m for both outdoor and indoor scenarios. In June 2015, 3GPP Radio
Access Network (RAN) agreed to initiate a study item to study channel model for
above-6GHz frequency bands. Meanwhile, International Telecommunication Union
Radiocommunication Section (ITU-R) Working Party 5D (WP5D) announced to
standardize channel model in above-6GHz, which is expected to reach a “standard”
channel model in mid-2017. A fact is that the channel models in ITU and 3GPP
are spatial channel models (SCM) for sub-6GHz bands, which mainly come from
WINNER project researches. 3GPP further extended SCM to three-dimension (3D)
cases. Both 3G/4G cellular systems are based on the common SCM model to do
system-level evaluation. It is promising that the channel model for 5G systems will
be an extension of the SCM model.
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A new feature for mmWave communications is that high-gain beams are required
in base-station (BS) and potentially in user terminal (UE) in order to compensate
the large propagation loss of mmWave signals. Large-scale antenna array is widely
used to form high-gain beams. For example, a size of 66mm by 66mm may
accommodate 1024 antenna elements at E-band, and can form HPBW as narrow as
3ı. Thus mmWave transmission link will be sensitive to angle changes in departure
and arrival. It is different from the system in sub-6GHz bands where wide beams
are used and the angle variation can be ignored in a drop. Therefore, it is necessary
to introduce variant angles for mmWave channel models.

In the framework of 3GPP SCM, WINNER project studied the variant angles and
variant delay spreads in a drop. An accurate formula for variant angles is derived
in LOS channel, and random angles are approximated for NLOS channel in the
local coordination systems (LCS). Here, an independent study on variant angles
are investigated and the contributions include: (1) derivation of variant angles in
the global coordinate system (GCS); (2) approximation of variant angles with linear
method; (3) extension of variant angles to 3D SCM model. Please find more detailed
derivations and ray-tracing based simulations in [10, 11].

The idea of SCM model with variant angles (VA-SCM) is to update the angles at
each time when the receiver is moving within the duration of one drop. A drop
duration denoted by Tmax is around 1000 transmission time intervals (TTIs) in
3GPP SCM where one TTI corresponds to 1 s. Following 3GPP SCM framework,
large-scale parameters (e.g. path loss, delay spread, number of clusters, angular
spread etc.) are fixed in a drop. The channel impulse response consists of multiple
clusters, and each cluster has different time delays and average receive power
which are randomly generated in terms of a given probability distribution function.
Each cluster is the superposition of a number of rays. For NLOS cluster, the
corresponding scatters are randomly generated for each drop, and the scatters for
every ray in a cluster are distributed in a small range depending on angular spread
in configuration.

Variant angles are introduced for each ray including azimuth angle of departure
and arrival (AoD, AoA) and zenith angle of departure and arrival (ZoD, ZoA).
Receiver location at each time can be accurately calculated based on the moving
speed of UE and the moving direction. Accordingly the angles can be updated
with transmitter and receiver information in the global coordination system (GCS).
However, an accurate method to calculate variant angles has high computational
complexity, particularly in link-level simulation where channel impulse responses
are calculated for each sample or each data symbol. Linear approximation is an
efficient way to reduce complexity with acceptable errors. A linear model for variant
angles of the pth ray of the qth cluster is given by

�p;q;ZoA.t/ D �p;q;ZoA.t0/C Sp;q;ZoA � .t � t0/ ; t 2 Œt0; t0 C Tmax�

�p;q;ZoD.t/ D �p;q;ZoD.t0/C Sp;q;ZoD � .t � t0/ ; t 2 Œt0; t0 C Tmax�

�p;q;AoA.t/ D �p;q;AoA.t0/C Sp;q;AoA � .t � t0/ ; t 2 Œt0; t0 C Tmax�

�p;q;AoD.t/ D �p;q;AoD.t0/C Sp;q;AoD � .t � t0/ ; t 2 Œt0; t0 C Tmax� (1)
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where Sp;q;ZoA and Sp;q;ZoD are the slopes of variant angles in vertical direction and
Sp;q;AoA and Sp;q;AoD are the slopes of variant angles in horizontal direction. Notice
the four slopes are fixed in a drop period Tmax although they can be extended to
time-varying version but at the cost of higher computational complexity.

For easy of description, p and q is omitted in the rest of the section. Assuming
receiver is moving at velocity v with angle �v . hBS and hUE are the height of BS and
UE. For LOS cluster, the expression of AoD and ZoD slopes are given by

SZoD D �SZoA D v cos.�v � �AoD.t0//

.hBS � hUE/= cos.�ZoD.t0//
;

SAoD D SAoA D � v sin.�v � �AoD.t0//

.hBS � hUE/ tan.�ZoD.t0//
: (2)

For NLOS cluster with one reflection ray, the model can be simplified by
introducing a virtual UE which is the mirror image of UE based on the reflection
surface, as is shown in Fig. 5. The simplified slopes in NLOS channel are given by

SZoD D �SZoA D �v cos.�v C �AoD.t0/� �RS/

.hBS � hUE/= cos.�ZoD.t0//
;

SAoD D SAoA D �v sin.�v C �AoD.t0/ � �RS/

.hBS � hUE/ tan.�ZoD.t0//
; (3)

where �RS is the angle of the reflection surface and it can be deduced from the initial
�AoD and �AoA.

Fig. 5 Global coordination system of an NLOS ray
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For NLOS clusters with multiple reflections, it is hard to obtain the accurate
location of reflectors. A solution is to take multiple reflections as one-order
reflection and randomly set the reflection surface. The channel coefficients of each
cluster can be generated following the steps of SCM by considering time variant
angles.

3 Beamforming and Beam Tracking in mmWave

The air interface of mmWave communications is featured with antenna-array based
beamforming and tracking. Both mmWave base station (mB) and user equipment
(UE) use antenna array to compensate the large path loss of mmWave propagation.
Such scheme with high-gain narrow beams brings challenges for air interface
design. In this section, the concept of uniform air interface and multi-mode
beamforming are presented.

3.1 Uniform Air Interface

In all spectrum access system of 5G, the mmWave communication is not an
independent air interface but subscribes to several constraints from lower frequency
air interface and unified access and backhaul (UAB) architecture. Hence the concept
of uniform air interface is expected to be realized with parameter configuration and
to flexibly meet different requirements.

Firstly, there might be multiple mmWave bands allocated to 5G, and air interface
should be uniform among different carrier frequencies, such as frame and physical
numerologies. It is recommended that mmWave could reuse the 10ms frame
structure and 1ms subframe. Slot can be redesigned to be 125�s for all mmWave
bands. The continuous spectrum bands may have similar channel propagation
properties, for example, 6–20 GHz, 20–50 GHz, and 50–90 GHz. Different physical
numerologies can be used for different frequency band groups.

Secondly, UAB architecture requests a uniform air interface design between radio
access and backhaul. It is better that backhaul works like a special UE of mB where
backhaul and UEs share the same radio resource. The difference is that backhaul
will use special link configuration, e.g. beams, coding and modulation, to meet its
quality of service (QoS) requirements. This will be further discussed in multi-mode
beamforming.

Thirdly, mmWave communication allows efficient waveform design to meet
different QoS requirements in different scenarios, such as power efficiency, latency
etc. Both orthogonal frequency division multiplexing (OFDM) and single carrier
OFDM (SC-OFDM) waveforms used in long term evolution (LTE) can be used for
mmWave communications. Other candidate waveforms might be filtered OFDM
(F-OFDM) and sparse code multiple access (SCMA) currently proposed for 5G
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low frequency systems. A good combination of them is to use software defined
adaptive air interface to select different waveforms for different scenario usages.
However, a common constraint is that the waveform is robust to phase noise which
may dominate other distortions in front-end. Peak to average power (PAPR) is also
an important issue to waveform selection. It is expected to deploy efficient PAPR
reduction algorithms to improve power amplifier efficiency particularly when using
multiple carrier waveforms.

3.2 Multi-Mode Beamforming

Multi-mode beamforming (MM-BF) scheme is proposed in this section. It allocates
antenna elements, intermedium and radio frequency (IRF) channels and baseband
units to the beams of backhaul links and radio access adaptively. Antenna arrays
are divided into sub-arrays, and the beamforming processing is carried out in not
only digital baseband but also IRF part. User data streams and backhaul streams
are first put into adaptive multiple-input multiple-output (MIMO )mode selection
(AMMS), and AMMS will do MIMO processing of each stream based on the
current channel environment, where MIMO mode can be spatial multiplexing
(SM), space time coding (STC), space time beamforming, etc. After AMMS, the
data streams are precoded in digital domain based on beam requirements and
downlink channel estimation results, then the signal streams passes through digital-
to-analogue converter, infrared (IR) and radio frequency (RF) processing. Before
the signals are fed to the antenna elements, the phase of signals should be shifted
for each antenna element based beams’ requirements and channel estimation results.
Such structure can flexibly realize multiple antennas techniques including MIMO,
beamforming, diversity and their hybrid forms.

In a mobile scenario with multiple users accessing, the challenge is to design
algorithms to align the narrow beams between mB and UEs. Overhead cost,
complexity and tracking ability are the key merits of figure to evaluate performance.
Two beam phases are proposed to finish the beam alignment: beam training and
beam tracking. Beam training performs a rough beam alignment where both quasi-
omni-directional beams and wide beams can be used for training. Since exhaustive
beam search might bring a high cost in design pilots, there are potential methods to
shorten beam training period and overhead. Hierarchical beam training method [12]
is an efficient way which firstly uses sector-level beam to do training and then
uses narrow beams for searching. Frame design for beam training, for example,
centralized training can also shorten training time.

Beam tracking performs channel information update during the time when there
is no beam training. The updated channel information is typically AoA and AoD
for transmitter and receiver to do beamforming. There are two methods to solve the
problem. One is to use reference signal and old channel information to predict the
AoD and AoA for next data transmission. The authors in [13] propose a new channel
tracking technique based on sequentially updating the beamforming at transmitter
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and receiver. Numerical results demonstrate the superior channel tracking ability
of the proposed technique over various baselines in the literature. The second
method is to estimate the AoA and AoD based on reference signal. The challenge
is that the reference signal cost is increasing with the antenna size in BS and UE
which is prohibitive in case of antenna size larger than 16. An efficient method to
overcome the problem is to use compression sensing (CS) technique which well
exploit the sparse property of mmWave channel, and can significantly reduce the
overhead. The authors in [14] propose a joint channel estimation and beamforming
method where CS is used to estimate AoA and AoD jointly. Results show that
the overhead can be saved up to 75% compared to traditional non-CS estimation
method, e.g., least square algorithm, under practical scenarios. Furthermore, the
proposed method in [14] has only 2–3 dB loss compared to the method with perfect
channel information.

4 Unified Access and Backhaul in mmWave

In the design of 5G cellular networks, the mmWave band is expected to be served
as a complementary to the low frequency band. The basic structure is a hybrid
network where the low frequency and high frequency communication coexist. The
conventional LTE is responsible for seamless coverage due to its longer range.
In the meanwhile, the mmWave communications are served as multiple hotspots
scattered inside the range of the network. Based on these rules, a prototype of unified
access and backhaul network has been introduced. The UAB network utilizes a
C/U split configuration. The control-plane (C-plane) is managed by macro base
stations (MBs) through low frequency bands while the user plane (U-plane) is
processed via mmWave base stations (mBs) through high frequency bands. A large
number of UEs associated with mBs will bring significant challenges to the backhaul
link from the mBs to the MBs. The cost of fiber link to the small cells will be
prohibitively expensive. Hence, the wireless backhaul can be applied to reduce the
cost. The conventional LTE adopt out-of-band backhaul since the frequency band
in radio access is already quite limited. In mmWave networks, an in-band backhaul
is suitable thanks to the abundant available spectrum of high frequency bands. In
this section, three methods are proposed to determine the resource allocation in the
in-band backhaul scheme.

4.1 Network Topology

The UAB topology is illustrated in Fig. 6. As the figure shows, there are mainly
three kinds of entities in this network: MBs, mBs and UEs. MBs are responsible
for transmitting control information operating in 2GHz low frequency bands. In
Fig. 6, each MB will cover three macro cells. Thus, the whole network is covered



Millimeter-Wave Mobile Communications 127

Fig. 6 UAB network topology with seven MBs and twenty-one macro cells

by the macro cells. Inside each macro cell, mBs are deployed. The mBs will cover
a relatively smaller range, functioning as small cells. Each mB can support six pico
cells with 60ı each. Inside each pico cell, there will be a large number of UEs
connecting to the mBs. These UEs communicate with their associated mBs via
high frequency bands. For those UEs that are unable to connect with mBs, they
can choose to communicate with the MBs via low frequency bands.

In mmWave UAB networks, both the radio access and the backhaul share a
continuous bandwidth in mmWave frequency band. In order to mitigate interference
between radio access and backhaul, it is necessary to separate them either in time
or in frequency resource blocks. All mBs share a same resource partition ratio so
as not to interfere with each other. The ratios can also be dynamically adapted over
time.

4.2 Dynamic Resource Allocation

The resource can be divided either in time or in frequency. Frequency division
is taken as an example here. The extension to time division is straightforward.
Assuming that the overall bandwidth is B, where backhaul (BH) is allocated
bandwidth BBH and radio access (RA) is allocated bandwidth BRA. Since the overall
bandwidth is a fixed value, B D BBH C BRA is always fulfilled.

Consider the nth mB, the backhaul throughput can be written as a function of
BBH by

TBH
n D RBH

n BBH (4)

and for radio access the function is

TRA
n D RRA

n BRA D RRA
n .B � BBH/ ; (5)
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where RBH
n and RRA

n are the corresponding data rates in bit/s/Hz. RBH
n is determined

by the link quality between the mB and MB. It can be treated as the backhaul
bandwidth efficiency. RRA

n is determined by UEs inside the mB’s range. Hence, this
value is computed by summing up all the active UEs’ bandwidth efficiency at a
certain time. Both RBH

n and RRA
n can be pre-calculated by measuring the throughputs

during a certain time period and then dividing the current bandwidth.
For any mB, its throughput Tn should be limited by the minimum value of the

two throughput values:

Tn D min.TBH
n ;TRA

n / : (6)

By taking (4) and (5) into (6), and after some derivations, Tn can be written as a
function of BBH, provided by

Tn.B
BH/ D

8
<̂

:̂

RBH
n BBH ifBBH < BBH

n;max
RBH

n RRA
n

RBH
n CRRA

n
B ifBBH D BBH

n;max

RRA
n .B � BBH/ ifBBH > BBH

n;max

: (7)

This function is a triangular function. Tn.BBH/ is first linearly increasing with a
slope of RBH

n . In this range, the backhaul throughput is lower than the radio access
throughput. The overall throughput is “BH-limited”. The value reaches its maximum
when

BBH
n;max D

RRA
n

RBH
n C RRA

n

B : (8)

and the peak value is

Tn;max D RBH
n RRA

n

RBH
n C RRA

n

B: (9)

Afterwards, it is reducing linearly with a slope of RRA
n . At this range, the radio access

throughput is lower than the backhaul throughput, so the overall throughput is “RA-
limited”.

For multiple mB, each mB will have different peak values and corresponding
backhaul bandwidth. Under the assumption that the backhaul bandwidth is the same
for every mB. In order to satisfy different requirements, three dynamic resource
allocation methods are introduced and listed as follows:

• Max-Min: Maximization of the minimum throughput
• Max-Sum: Maximization of the sum throughput
• Quasi-PF: Maximization of the satisfactory factor
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4.2.1 Max-Min

According to the definition, the minimum throughput of all mBs can be expressed by

Tmin.B
BH/ D min.T1;T2; � � � ;TN/ : (10)

The goal is to find a suitable backhaul bandwidth, where Tmin.BBH/ is maximum:

BBH
m D arg maxfTmin.B

BH/g : (11)

In fact, the minimum throughput is determined by the minimum RRA
min and the

minimum RBH
min of all mBs, with

RBH
min D min.RBH

1 ;RBH
2 ; : : : ;RBH

N / ;

and

RRA
min D min.RRA

1 ;R
RA
2 ; : : : ;R

RA
N / :

Thus, the minimum throughput is again a triangular function which is of the form

Tmin.B
BH/ D

8
<̂

:̂

RBH
minBBH ifBBH < BBH

m
RBH

minRRA
min

RBH
minCRRA

min
B ifBBH D BBH

m

RRA
min.B � BBH/ ifBBH > BBH

m

: (12)

To achieve the maximum value for Tmin.BBH/, the chosen backhaul bandwidth for
all mBs should be

BBH
m D

RRA
min

RBH
min C RRA

min

B : (13)

and the radio access bandwidth is

BRA
m D B � BBH

m : (14)

4.2.2 Max-Sum

The purpose of this algorithm is to maximize the summation of all mBs’ throughputsP
Tn. For different mBs, the triangular functions are different in the ascending

slope, the descending slope and the peak point. When the backhaul bandwidth starts
from zero, all mBs are BH limited. With all the throughputs increasing, the sum
throughput is increasing at the maximum speed. When the backhaul bandwidth
reaches the first peak of a certain mB, this mB’s throughput begins to decrease
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Algorithm 1 Max-Sum Algorithm
1: Computing the chosen BH bandwidth where Tn is maximum for each mB, reordering them

from minimum to maximum, with the resulting sequence ŒB0BH
1 ;B0BH

2 ; � � � ;B0BH
i ; � � � B0BH

N �;
2: Based on the above mentioned sequence, listing the corresponding BH and RA rates sequence

as ŒR0BH
1 ;R0BH

2 ; � � � ;R0BH
i ; � � � R0BH

N � and ŒR0RA
1 ;R

0RA
2 ; � � � ;R0RA

i ; � � � R0RA
N �;

3: Writing a general form of
P

Tn D PN
iDlC1 R0BH

i BBH C Pl
iD1 R0RA

i .B � BBH/ ;BBH 2
ŒB0BH

l ;B0BH
lC1�;

4: Finding ŒB0BH
l ;B0BH

lC1� where @.
P

Tn/

@BBH is minimum positive;
5: return BBH

m D B0BH
lC1 as the uniform backhaul bandwidth for all mBs;

while the other mBs’ throughputs continue increasing, but the ascending rate of the
sum throughput is lower than before. The ascending rate continues decreasing after
each mB’s peak reaches until the sum throughput begins to decrease. At that point,
the sum throughput is maximum. Afterwards, the descending rate speeds up until
all mBs are RA limited. The function of

P
Tn is a piecewise function with multiple

sections.
Basically, the main goal of this method is to find the peak point of the sum

throughput given the BH and RA rates of all mBs:

BBH
m D arg maxf

X
Tn.B

BH/g : (15)

The detailed derivations of this procedure can be found in [15], where the major
steps are summarized in Algorithm 1.

4.2.3 Quasi-PF

The previous two algorithms only focus on the instantaneous bandwidth allocation
where the history of the allocation is not considered. Both Max-Min and Max-
Sum allocate resources based on the current radio access and backhaul rates.
However, it may cause unfairness among mBs. For instance, if one mB has better
channel conditions, the Max-Sum resource allocation will always provide it with
the maximum data rates while other mBs’ will always transmit at lower rates. In
the long run, the mBs with high throughput will become extremely higher, and mBs
with low throughputs will become extremely lower and UEs of those low throughput
mBs will not be satisfied. To satisfy as many UEs as possible, the current resource
allocation should also take the accumulated historical throughputs into account.
Hence, the idea of the well-known proportional fairness (PF) algorithm [19] can
be borrowed herein.

To evaluate among mBs, a satisfactory factor is introduced for each mB and each
time index. The mB’s satisfactory factor at the tth TTI n.t/ is defined as

n.t/ D Tn;max.t/

Tn;pre.t/
; (16)
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where Tn;max.t/ is the maximum achievable throughput of the nth mB at current
time index. This value is determined by the current RRA

n and RBH
n using (9). Tn;pre.t/

is the average throughput consumed by this mB during the previous t � 1 TTIs.
The larger the nominator, the higher maximum throughput can achieve currently.
The smaller the denominator, the less average throughput has been transmitted
previously. Therefore, to compromise a balance between the achievable maximum
throughput and the satisfactory of UEs, the mB with the largest satisfactory factor
should be chosen:

n D arg max.n.t// : (17)

In case the mB with the largest n.t/ has been found, the chosen overall system’s
BH bandwidth is the peak point of this mB’s triangular function.

To evaluate the proposed algorithms, simulations are carried out in the UAB
networks. The network topology follows Fig. 6, operating in E-band. Radio access
and backhaul share a total bandwidth of 5GHz. To compare the algorithms in
various kinds of scenarios, three different UE densities are considered, which are

• Case 1: 20% mBs have high UE loads, 80% mBs have low UE loads;
• Case 2: 50% mBs have high UE loads, 50% mBs have low UE loads;
• Case 3: all mBs have the same UE loads.

Figure 7 compares the system’s performance of three cases. The mean throughput
is computed by summing up the throughputs of all mB and then dividing the mB
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number and the TTI number. It can be found that the Max-Min algorithm provides
the lowest mean throughput for all three cases. This is reasonable as this way
of allocation only satisfies the worst case. The Max-Sum algorithm in all three
cases delivers the best performance. The throughput of Quasi-PF algorithm is in
between the fixed case and the Max-Sum algorithm in case 2 and case 3. There
is 35:3 and 30:2% performance improvement compared to the fixed one in case
2 and case 3, respectively. Hence, it can be concluded that in terms of the whole
system throughput, the Max-Sum algorithm provides the best solution. The Quasi-
PF algorithm aims at providing a better trade off between overall capacity and mB
fairness.

5 Prototype Verification

Several companies have announced their prototype verification for mmWave com-
munications. Samsung realized a peak data rate of 7:5Gbit/s at 28GHz frequency;
DoCoMo realized a peak data rate of 10Gbit/s at 11GHz frequency [20]. Ericsson
realized a peak data rate of 5Gbit/s at 15GHz. Huawei and Nokia demonstrated a
peak data rate of 115Gbit/s [4] and 10Gbit/s [21] in 72GHz bands, respectively. For
the waveform of prototypes, Nokia applies single carrier waveform (called NCP-SC)
which is essentially discrete fourier transform (DFT)-precoded OFDM waveform
but cyclic prefix is null. Samsung, DoCoMo, Ericsson and Huawei are using OFDM
waveforms in prototype.

In this section, a 115Gbit/s prototype working in E-band (72GHz) is presented
and a mmWave platform supporting multiple bands. The 115Gbit/s prototype, see
Fig. 8, was designed to demonstrate the peak data rate by using a total available
bandwidth of 10GHz in E-band. Point-to-point transmission is demonstrated in
indoor LOS scenario. MIMO is configured with 2 polarized antennas in mB and
2 polarized antennas in UE. With LOS MIMO, two data streams are transmitted
together. An OFDM waveform and low-density parity-check (LDPC) channel cod-
ing scheme is used for link transmission. Considering 20% overhead, two streams,
each with 64 Quadrature Amplitude Modulation (QAM), have been successfully
transmitted which deliver a data rate of 115Gbit/s.

To reduce the severe phase noise at E-band, a low complexity two stage
estimation and compensation scheme was demonstrated for OFDM-MIMO systems.
This is a joint channel estimation and phase noise compensation method. Results
show that the proposed algorithm is robust to phase noise even when the detailed
noise model is uncertain.
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Fig. 8 115Gbps prototype E-band, transmitter and receiver (left), real-time receiver performance
(right)

6 Chapter Summary

The key technologies of mmWave mobile communications are investigated in this
chapter. Channel measurements show that mmWave signals suffer from much larger
propagation loss and are suitable for small cell coverage. A hybrid network is
presented where mmWave is used for capacity enhancement in hotspots and low
frequency network is applied for seamless coverage. Uniform air interface is a
consequence to simplify the design between mmWave bands and low frequency
bands. Unified access and backhaul technique not only reduces the cost of backhaul,
but also can meet the requirement of 1000 times capacity enhancement than LTE
system.
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Non-Orthogonal Multiple Access (NOMA)
for Future Radio Access

Razieh Razavi, Mehrdad Dianati, and Muhammad Ali Imran

Abstract Radio access technologies for cellular mobile communications are
typically characterized by multiple access schemes, e.g., frequency division
multiple access (FDMA), time division multiple access (TDMA), code division
multiple access (CDMA), and OFDMA. In the 4th generation (4G) mobile
communication systems such as Long-Term Evolution (LTE) (Au et al., Uplink
contention based SCMA for 5G radio access. Globecom Workshops (GC Wkshps),
2014. doi:10.1109/GLOCOMW.2014.7063547) and LTE-Advanced (Baracca et al.,
IEEE Trans. Commun., 2011. doi:10.1109/TCOMM.2011.121410.090252; Barry
et al., Digital Communication, Kluwer, Dordrecht, 2004), standardized by the
3rd Generation Partnership Project (3GPP), orthogonal multiple access based on
OFDMA or single carrier (SC)-FDMA is adopted. Orthogonal multiple access
was a reasonable choice for achieving good system-level throughput performance
with simple single-user detection. However, considering the trend in 5G, achieving
significant gains in capacity and system throughput performance is a high priority
requirement in view of the recent exponential increase in the volume of mobile
traffic. In addition the proposed system should be able to support enhanced delay-
sensitive high-volume services such as video streaming and cloud computing.
Another high-level target of 5G is reduced cost, higher energy efficiency and
robustness against emergencies.

1 Introduction

Radio access technologies for cellular mobile communications are typically
characterized by multiple access schemes, e.g., frequency division multi-
ple access (FDMA), time division multiple access (TDMA), code division multiple
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access (CDMA), and OFDMA. In the 4th generation (4G) mobile communication
systems such as Long-Term Evolution (LTE) and LTE-Advanced, orthogonal
multiple access based on OFDMA or single carrier (SC)-FDMA is adopted.
Orthogonal multiple access was a reasonable choice for achieving good system-level
throughput performance with simple single-user detection. However, considering
the trend in 5G, achieving significant gains in capacity and system throughput
performance is a high priority requirement in view of the recent exponential increase
in the volume of mobile traffic. In addition the proposed system should be able to
support enhanced delay-sensitive high-volume services such as video streaming and
cloud computing. Another high-level target of 5G is reduced cost, higher energy
efficiency and robustness against emergencies. 5G has to provide increased capacity
per unit network cost and be energy efficient and resilient to natural disasters.
Figure 1 shows how NOMA fits in the system architecture of 5G.

To accommodate such demands, novel radio access technologies are needed. In
this chapter, we introduce non-orthogonal multiple access techniques and evaluate
the low density spreading based system which is a strong candidate for the next
generation of mobile networks. we investigate the achievable rate region of the
low density signature (LDS) schemes for flat and frequency selective channels. The
main objective is to define an effective channel matrix taking into account sparse
allocation of chips to the users that forces certain elements of the effective channel
matrix be zero. In other words, the effective channel matrix becomes sparse since
each user is allowed to use a certain set of chips. We take into account practical
considerations such as finite size modulation and convolutional coding to improve
the accuracy of the proposed analysis.

Fig. 1 5G system architecture [33]
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2 State of the Art Non-Orthogonal Multiple
Access Techniques

Multiple access techniques enable users to share the available resources, in other
words, using these techniques multiple users can effectively share radio resources.
These techniques provide each user: access to system resources with conflict
avoidance; fair resource allocation or different quality of service (QoS) satisfaction;
as well as system capacity enhancement. Although there are many different multiple
access techniques in the literature, this section focuses only on recently proposed
state of the art techniques and those which are adopted in 3G and LTE-Advanced.

2.1 Code Division Multiple Access (CDMA)

CDMA is a single carrier technique that enables multiple users to share the same
spectrum using their unique code sequence (spreading code). The code sequence,
applied to an information-bearing, narrow-band signal, spreads the signal across
the operating frequency band. Every additional user increases interference level
(background noise) in the channel because all users use the entire bandwidth.
Therefore, the interference level depends on the number of users and their trans-
mission power. Power control is mandatory in order to overcome the near-far effect
and to increase system capacity. Code sequences have to be chosen very carefully
because well designed codes can provide orthogonality between users. Good cross-
correlation features can decrease multiple access interference (MAI) whereas good
auto-correlation features can decrease inter symbol interference (ISI).

2.2 Large Area Synchronised CDMA

Considerable research efforts have been invested in designing spreading sequences
for CDMA systems, which benefit from zero correlation values, when the relative
delay-induced code offset is in the so-called zero correlation zone (ZCZ) or
interference free window (IFW) of the spreading code [12]. Combining the large
area codes introduced in [22] with loosely synchronised codes [35] resulted in
large area synchronised (LAS) CDMA spreading sequences. The resultant LAS
codes exhibit an IFW, where both the off-peak aperiodic auto-correlation values
and the aperiodic cross-correlation values become zero. Therefore this system has
zero ISI and zero MAI, as long as the time-offset of the codes is within the IFW.
One disadvantage of LAS codes is that the number of codes having an IFW is
limited. Furthermore, the auto-correlation and cross-correlation function of LAS
codes have a higher value outside the IFW compared to that of traditional random
codes. Therefor, LAS-CDMA faces more serious MAI and multipath interference
compared to conventional CDMA when it operates in an asynchronous manner [43].
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2.3 Multi-Carrier CDMA (MC-CDMA)

In MC-CDMA systems a data symbol is sent on multiple subcarriers by using a
spreading code, which is different for the multiple access users [26]. Multiple user
signals overlap in the time and frequency domain but they can be detected at the
receiver by using the knowledge of spreading codes. Therefore, MC-CDMA can
be considered as a combination of OFDM and CDMA schemes, combining the
benefits of both schemes. Thus, this system is considered to be a suitable approach to
cope with challenging service demands due to its ability of exploiting both time and
frequency resources [8, 13, 28, 45]. In the uplink channel using MC-CDMA, non-
orthogonality of received effective signatures causes multi-user interference (MUI).
Multiuser detection can be used to moderate the detrimental effects of MUI similar
to CDMA systems.

One of the advantages of MC-CDMA systems is that since this system is
a combination of OFDM and CDMA, it can decrease the symbol rate in each
subcarrier so that a longer symbol duration makes it easier to quasi-synchronise the
transmission [18]. However, implementation of optimum multiuser detector (MUD)
is computationally complex for MC-CDMA systems.

In order to reduce the complexity of MUD for MC-CDMA systems, Group
Orthogonal MC-CDMA (GO-MC-CDMA) [44] has been proposed. The basic idea
of this scheme is to partition the available subcarriers into groups and distribute
users among the groups. The users that are assigned subcarriers of the same group
are separated using spreading codes. The users in each group are immune to
interference from other groups. The main advantage of GO-MC-CDMA is that each
group behaves as an independent MC-CDMA system with a smaller number of
users, making the optimum MUD computationally feasible within each group. It
has been shown that by dividing users into subgroups, GO-MC-CDMA is able to
achieve a performance very close to the single-user bound [44], with a reasonable
computational complexity.

2.4 Interleave Division Multiple Access (IDMA)

An interleaver-based multiple access scheme has been studied in [23, 29] for
high spectral efficiency, improved performance and low receiver complexity. This
scheme relies on interleaving as the only means to distinguish the signals from
different users, and hence it has been called interleave-division multiple-access.
IDMA inherits many properties of CDMA based systems, in particular, diversity
against fading and mitigation of the worst-case other-cell user interference problem.
Furthermore, it allows a very simple chip-by-chip iterative MUD strategy [23, 29].
In this system, the normalized MUD cost (per user) is independent of the number
of users. Furthermore, since user separation can be done by using interleaving,
the whole bandwidth can be devoted for coding and, thus, paving the way for the
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information theoretic view regarding the coding-spreading saga, IDMA, in essence,
may achieve high spectral efficiency. However, in order to achieve optimality, IDMA
requires a large number of observations. The observation may come from a large
number of spreading chips or a large frame size. It has been shown in [24] that there
exists a trade-off between performance and the length of the interleaver.

2.5 Low Density Signature CDMA (LDS-CDMA)

In order to reduce the complexity of MUD for CDMA systems, a novel spreading
signature structure was introduced. By introducing the new structure, termed as
LDS structure, higher loading became possible for those systems [20]. Such CDMA
systems with LDS structure are called LDS-CDMA. In this system, the interference
is managed intelligently at the transmitters side. The main idea of this new technique
is to switch off a large number of chips for each symbol so the signature matrix will
be a sparse matrix. In other words, each user will spread its data over a small number
of chips (or effective processing gain �k � N). Consequently at each received chip,
a user will have only maximum of dc � 1 interferers, where dc � K is the number
of users that are allowed to interfere to each other at each chip. The complexity
order of a maximum a posteriori (MAP) receiver turns out to be O.jXjdc/ instead of
O.jXjK/ of an optimum receiver for a conventional CDMA system.

Further reduction in complexity of multiuser detection for LDS-CDMA system
is possible using grouped-based technique introduced in [42]. This is done by
arranging the interfering users of a chip into two groups and approximating the
log-likelihood ratio (LLR) of the interference coming from other group as a single
symmetric Gaussian distributed variable.

The LDS-CDMA has been reported to approach near single-user performance
even under a load of 200 % [20]. However one drawback of LDS-CDMA is that in
wideband channels, its performance degrades due to multipath fading. This happens
because the ISI introduced by multipath fading causes different chips interfere to
each other. Therefore, more number of users will interfere in one chip; this increases
the density of LDS’s graph by adding edges to the graph representation of LDS. To
overcome this issue LDS-OFDM was proposed [21].

To improve the performance in high order modulations, sparse code multiple
access (SCMA) is introduced in [1, 27, 37]. This scheme is a multi-dimensional
codebook-based non-orthogonal spreading technique. In SCMA, the procedure of
bit to QAM symbol mapping and spreading are combined together and incoming
bits are directly mapped to multi-dimensional codewords of SCMA codebook
sets. Each layer has its dedicated codebook. Shaping gain of a multi-dimensional
constellation is one of the main sources of the performance improvement in
comparison to the simple repetition of QAM symbols in LDS.
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2.6 Space-Division Multiple-Access (SDMA)

Antennas arrays, sometimes called smart multiple access antennas, have been
introduced in mobile radio systems to exploit the spatial domain. In these systems,
signals are received and sent only from and into a limited angular range, following
the directional nature of multipath. This improves coverage or link quality in noise-
limited situations and enhances capacity in interference-limited situations.

SDMA systems enable two or more users, associated to the same base station, to
use the same time and frequency and code resources on the grounds of their physical
location or spatial separation [36]. Therefore, we can discriminate amongst the users
by exploiting the fact that different users impinge different spatial signatures on
the receive antenna array. This is generally done with directional antennas. SDMA
techniques can be used for increasing cell coverage areas. Also, they are useful in
reducing the interference for improved service quality [25]. We showed a summary
of the discussed NOMA schemes in Table 1.

3 Performance Evaluation of LDS Based Systems

In this section, we will evaluate LDS based systems since it is a strong candidate
for 5th generation (5G) of mobile networks. LDS was initially proposed for CDMA
systems, known as LDS-CDMA in [20]. The main idea is to spread information
of each user on a limited number of chips, in contrast to conventional CDMA
which spreads information of each user on all chips. Consequently, for a system
with K users, only a limited number of users are allowed to interfere at each chip.

Table 1 Summary of different NOMA schemes

CDMA Several transmitters can send information simultaneously over a single
communication channel. CDMA employs spread-spectrum technology and a
special coding scheme.

LAS-CDMA Applies a new set of spreading codes that exhibit interference free window to
separate users in the wireless channel.

MC-CDMA Spreads each user symbol in the frequency domain. That is, each user symbol
is carried over multiple orthogonal subcarriers.

IDMA Interleavers are used as the only means for user separation. IDMA inherits
many advantages from CDMA, such as diversity against fading and mitigation
of the worst-case other-cell user interference problem.

LDS-CDMA Uses spreading sequences of low density for spreading the data symbols in
time domain. This technique benefits from a less complex MUD compared to
conventional CDMA with optimum MUD.

SCMA Enables two or more users, associated to the same base station, to use the same
time and frequency and code resources on the grounds of their physical
location or spatial separation.
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The effective number of interfering users at chip n will be reduced to n � K. Thus,
the complexity order of the MUD for LDS-CDMA receiver will reduce to O

�jXjn
�

compared to O
�
jXjK

�
of CDMA.

Recently, most of the modern communication systems adopt orthogonal fre-
quency division multiplexing (OFDM) transmission techniques due to its resilience
against inter symbol interference (ISI) for wideband channels. To this end, LDS
for MC-CDMA (LDS-OFDM) has been proposed in [21, 31]. In this scheme, the
information bits of each user are spread over a subset of sub-carriers. Therefore,
transmission of each user will only be interfered by a small number of users. Similar
to LDS-CDMA, detection of LDS-OFDM can be based on the message passing
algorithm (MPA). An LDS-OFDM system can be considered as a system that uses
LDS as multiple access technique and OFDM for multi-carrier transmission. In [21],
we have shown that LDS-OFDM outperforms OFDMA in terms of bit error rate
(BER). Figure 2 shows the BER results of 200 % loaded BPSK LDS-OFDMA and
QPSK OFDMA when both are using the same error correcting convolutional code
with rate 1/2. As we can see from this Figure, even for system with channel coding
still LDS-OFDMA maintains its superiority to OFDMA systems by approximately
3.4 dB and 5.54 dB at a BER of 10�3 and 10�5, respectively.

One of the non-trivial and open issues for LDS schemes is the analysis of its
achievable rate region. Analysis of the conventional MAC for fading channels has
already been studied in the literature in [5, 39], where two notions of capacity for
the fading channel are considered. The first is the classic notion of Shannon capacity
with a constraint on BER, which is directly applied to fading channels. The second
analysis defines an alternative notion of capacity by setting a constraint on coding
delay for fading channels.
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Fig. 2 QPSK OFDMA vs. 200 % overloaded LDS-OFDMA BER performance for coded case
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3.1 System Model

We consider a multiple access channel (MAC) which typically corresponds to the
uplink communications from multiple users to a single base station in practical
system. The following sub-sections explain the important aspects of our system
model, including the block diagram of LDS schemes, the corresponding LDS
design, and the signal model for LDS schemes.

3.1.1 LDS Schemes

The block diagram of a general LDS based system is shown in Fig. 3. In this scheme,
unique low density spreading sequences (signatures) are assigned to each user,
and the receiver has full knowledge of these assignments. Low density spreading
sequences are designed in a way that allow each user to spread its data only over a
small number of chips. Then, zero padding is performed such that the processing
gain remains the same as that of a conventional CDMA system. The spreading
sequences are then uniquely permuted for each user such that the resultant signature
matrix become highly sparse. As shown in Fig. 3, for both LDS-CDMA and LDS-
OFDM systems the encoded users’ data will be first spread using low density
signature. Then, for LDS-CDMA, the sub-carrier mapper allocate one wideband
carrier to all users, while for LDS-OFDM, the sub-carrier mapper assign orthogonal
sub-carriers to different users and generates an OFDM signal. In other words, for
LDS-OFDM the spreading is followed by OFDM modulation, which means that
each chip is mapped to a single sub-carrier. Thus, the combination of the spread
users’ symbols plus the AWGN form the received OFDM symbol. As shown in
Fig. 4, an LDS system with K users and N chips can be represented by a factor
graph G .U ;C /, where the symbols of users are represented by variable nodes
u 2 U and chips are represented by function nodes c 2 C . In this graph edges
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Fig. 3 Block diagram of LDS scheme
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Fig. 4 Factor graph representation of LDS scheme

represent the connection between the received chip and the corresponding users. At
the receiver, chip level iterated (CLi) MUD is used to detect different users’ symbols
[20]. In this iterative MUD, using MPA in an iterative manner, messages containing
the reliability values of the corresponding variable nodes are exchanged between the
variable nodes and function nodes. At the end, after appropriate number of iterations
the soft output which is the calculated log likelihood ratio at each variable node will
be sent to the channel decoder.

3.1.2 Low Density Signature Design

In this section, we explain how low density signatures, i.e., the sequences which
are mainly populated with zeros, are created. This structure helps switch off a large
number of chips in each user’s signature. We consider an LDS system with K users
with user indices k = 1, . . . , K. LDS with density factor 0 < �k 
 1, which
represents the ratio of the number of chips used by kth user to the total number
of chips N, is generated in a process with the following steps:

1. A random signature (vector) with length �k D �kN for user k is generated. Each
element of this vector is a random variable with a Gaussian distribution. This
means that the effective processing gain for user k is equal to �k.

2. Zero padding is carried out by adding N � �k zeros at the end of the signature for
user k such that the processing gain of the system becomes N.

3. The permutation pattern �k D f	k.1/; 	k.2/; : : : ; 	k.N/g is chosen randomly
and applied to the zero-padded signatures of user k. Thus, the none-
zero components of the permuted signature for user k will appear in
Ck D f	k.1/; 	k.2/; : : : ; 	k.�k/g positions. Furthermore, we define P D
f�1;�2; : : : ;�Kg as the set of all users’ permutation patterns.
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Let sk D Œsk;1; : : : ; sk;N �
T be the generated signature for user k. By arranging the

generated signature for all users the LDS matrix S D Œs1; : : : ; sK � will be produced,
where column k represents the permuted signature of user k.

3.1.3 LDS Signal Model

As mentioned above, we consider the uplink scenario where a set of K users
communicate to a single receiver. The conceptual system block diagram for this
scenario is shown Fig. 3. In this model, xk is the sequence of spread symbols for any
single modulated symbol of user k, namely, bk at the transmitter side:

xk D bksk; (1)

where sk is the signature for user k. Denote y D Œy1; : : : ; yN �
T as the corresponding

received sequence at the receiver side after match filtering and equalization.
Considering a perfect symbol-synchronous conventional CDMA system under flat
fading channel at chip level, the received signal sampled at ith time instance (chip)
can be written as follows [41]:

yi D
KX

kD1
bksk;ihk;i C vi; (2)

where vi is the complex white Gaussian noise with variance per real symbol N0=2
and hk;i is the fading channel gain of the kth user at time instance i. User k is
also subject to an average transmitter power constraint of NPk. This system model is
provided for a time varying channel, therefore, according to [30] the coherence time
of channel for a vehicle traveling 60 mph using a 900 MHz carrier is around 2.22 ms
while according to Interim Standard 95 (IS-95), the symbol length is around 10 ms
which is more than the coherence time. Therefore, in our system model a unique
fading coefficient is not multiplied by all chips.

In LDS schemes, for a given time instance i D 1; : : : ;NI let Ki denote the set of
users that are active at time instance i, i.e., Ki D fkji 2 Ckg. Considering the LDS
scheme explained earlier, for LDS-CDMA, (2) can be given by

yi D
X

k2Ki

bksk;ihk;i C vi: (3)

This equation demonstrates that the number of interfering users on time instance i is
significantly reduced in an LDS system. Note that in this model, we consider fading
effects which are frequency nonselective. For LDS-OFDM, for both selective and
nonselective frequency fading, the received signal is the same as (3) if i is equal to
the frequency index.
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3.2 Achievable Rate Region of LDS-CDMA

Capacity of conventional MAC is analysed in [7, 10, 11, 19, 32]. In multi-user
wireless communication, the channel capacity is characterized by achievable rate
region, where each point in the region represents a vector of simultaneously
achievable rates for the users, constrained by probabilities of bit or symbol error
rate for each user [10]. The set of all such achievable rate vectors is known as the
capacity region, and dubbed as the achievable rate region for LDS based multiple
access in this chapter.

We shall now focus on the scenario of interest in this section, where the channels
are time-varying. It is assumed that the receiver has full channel state information
(CSI). The capacity region of time varying fading MAC is well known [16, 34]; it is
the set of all rate vectors R calculated as follows:

CMAC.h;P/ D
(

R W R.S / 
 WEh

	
log

�
1C

P
k2S jhkj2 Pk

WN0

�

;8S � f1; : : : ;Kg

)

;

(4)
where P D ŒP1; : : : ;PK � and h D Œh1; : : : ; hK � is a random vector with elements
which have the stationary distribution of the joint fading processes and W is the
bandwidth of the channel. In this chapter, for any vector v, the notation v.S / is
used to denote

P
i2S v.i/. A rigorous proof of this result can be found in [34]. An

intuitive understanding of this result can be obtained by viewing capacities in terms
of time averages of mutual information [16].

The achievability of the upper bound on the rate region is subject to the fact that
received messages are decoded to a message in the codebook which is uniquely
jointly typical [10]. For a fixed density factor �k, as the overall signature length
approaches infinity, the length of the full density part will also approach to infinity.
We can extend the joint typicality definition to low density signatures by applying
the original definition. A detailed proof is given in the Appendix.

As mentioned earlier, the spreading sequence for user k contains many zeros and
some non-zero elements. Thus, the achievable rate region of LDS-CDMA under
time varying fading channel can be derived by defining an equivalent LDS channel:
Qhk;i D ak;ihk;i where ai;k denotes the activity of user k at time i, specifically ak;i will
be equal to one if k 2 Ki otherwise it will be zero. For notation brevity, all users
are assumed to have the same density factor, i.e., � D �k;8k D 1; : : : ;K. Thus, in
order to derive the achievable rate region of fading LDS-CDMA we must replace
the original fading MAC channel with its LDS equivalent channel in (4) as shown
bellow

CLDS. Qh; QP/ D
(

R W R.S/ 
 WEQh

	
log

�
1C

P
k2S

ˇ
ˇQhk
ˇ
ˇ2 QPk

WN0

�

;8S � f1; : : : ;Kg

)

;

(5)

where QPk W Pk=�, as for a proportion of time the users don’t send data, thus, their
transmit power denoted by QPk will be larger than their original transmit power.
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More specifically, for a fixed permutation pattern and thus a fixed low density
structure, the derived achievable rate region will be

CLDS.h; QP/ D
(

R W R.S / 
 1

N

NX

iD1
WEh

	
log

�
1C

P
k2S ak;i jhkj2 QPk

WN0

�

;8S � f1; : : : ;Kg

)

:

(6)

Now if we take into account the ensemble of LDS scheme over all possible per-
mutation patterns, the activity parameters will be independent and follow Bernoulli
distribution with probability of being 1, given as �. Therefore, the achievable rate
region will be

CLDS.a;h;P/ D
(

R W R.S / 
 WEa;h

	
log

�
1C

P
k2S ak jhkj2 Pk=�

WN0

�

;8S � f1; : : : ;Kg

)

;

(7)

where a D Œa1; : : : ; aK � 2 f0; 1gK is a vector that contains Bernoulli components
with probability �. It can be noted that the derived model allows any number of
users to be active in a given symbol because of the Bernoulli distribution of the
activity of the users. In this regard, we call the ensemble of the produced low density
signatures as LDSK.�;K/. If the number of active users is limited, it becomes less
than a specific number 
 
 K, the generated LDS will be called LDSK.�; 
/. In
this case, the achievable rate region still will have the same form as (15), but the
distribution for the elements of activity vector a must be modified. The original
independent and identically distributed Bernoulli distribution of the element of the
activity vector imply

p.aI �;K/ D
KY

kD1
�ak .1 � �/1�ak : (8)

On the other hand, the distribution for LDSK.�; 
/ can be expressed in the
following form:

p.aI �; 
/ D
(
ˇ
QK

kD1 �ak .1 � �/1�ak ;
PK

kD1 ak 
 

0; otherwise

(9)
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where ˇ is a normalizing factor and is expressed as follows:

ˇ D
0

@

X

dD0

 
K

d

!

�d .1 � �/K�d

1

A

�1

: (10)

It should be noted that the channel resources will be unused if there exist a chip
with no active user in our signature. Therefore, it is necessary to further restrict the
LDS ensemble to those that have at least one user active at a given time instance.
Inspired by the schemes used for expurgating the codes and the union bound for
error probability [4, 6], we expurgated the condition where no user is active at a
chip or time instance. This expurgated scheme will be called LDSK.�; 


C/ with the
activity vector distribution

p.aI �; 
C/ D
(
ˇC QK

kD1 �ak .1 � �/1�ak ; 0 <
PK

kD1 ak 
 

0; otherwise

(11)

where

ˇC D
0

@

X

dD1

 
K

d

!

�d .1� �/K�d

1

A

�1

: (12)

By introducing the constraint of maximum number of active users at a specific
time instance, the probability of having value 1 in each element of activity vector,
O�, will diverge from its initial value, �, according to number of active users d. O� can
be calculated as follows:

O� D

X

dD1
p .d/ O� .d/ ; (13)

p .d/ D
 

K

d

!

.1 � �/K�d �dˇC & O� .d/ D d

K
; (14)

) O� D

X

dD1

 
K

d

!

�d .1 � �/K�d ˇC d

K
: (15)

By plugging O� from (15) into (7) we obtain the achievable rate region of LDS-
CDMA. Monte Carlo simulations can be used to compute and evaluate achievable
rate of LDS-CDMA given by (7). Here, we present the simulation results for a
representative scenario with 20 users. The channel bandwidth is considered to be
5 MHz. For comparison, achievable sum rate (SR) of LDS-CDMA is compared



148 R. Razavi et al.

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

4

5

6 x 107

SNR (dB)

Su
m

 R
at

e 
(b

its
/s

ec
)

MAC
LDS with density factor 0.2 
LDS with density factor 0.4 
LDS with density factor 0.6 
LDS with density factor 0.8

Fig. 5 Sum rate for different density factors with maximum number of allowed users per chip
equal to 8

to that of conventional MAC in a similar scenario. Figures 5 and 6 show the
comparison between the SR of LDS-CDMA and conventional MAC for various
density factors and maximum number of users allowed per chip, respectively. As it
can be seen from Fig. 5, conventional MAC outperforms LDS-CDMA in terms of
achieved sum rate. This performance loss is traded for significant reduction of the
complexity as it will be discussed later. These figures show that for LDS systems,
increasing � will increase the SR and reducing the maximum number of allowed
users at each time instance will also result in higher SR. Furthermore, Fig. 5 implies
that there is a slightly large gap between the SR curves for density factor 0.4 and
0.2, while the gap decrease dramatically for density factors larger than 0.4. Thus,
density factor 0.4 would be an optimal choice as we would loos less capacity while
reducing the complexity enormously.

As shown in Fig. 7, by applying LDS structure to MAC, the complexity order

of the MUD will reduce from total number of users, O
�
jXjK

�
, to the maximum

number of allowed users per chip, O
�jXjn

�
. Figure 7 shows that by decreasing

the density factor, the computational complexity of MUD for LDS systems reduces
significantly.
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3.3 Achievable Rate Region for LDS-OFDM

OFDM is widely used in current wireless communications systems and is a core
technique for the fourth generation (4G) cellular telephony. OFDM provides a
high spectral efficiency over a frequency selective channel [2]. In this regard under
wideband channels applying LDS scheme to OFDM would help us avoid multi-path
fading effect on the density of graph and have a better performance. In LDS-OFDM,
each chip will play the role of an OFDM sub-carrier to make the system more robust
in frequency selective environment.

In this section, we aim to find the achievable rate region for LDS-OFDM.
To this end, we will firstly explain how LDS-OFDM differs from LDS-CDMA
conceptually.

In LDS-OFDM, instead of sending data on different chips or time instances, the
data is spread on orthogonal sub-carriers, thus, in LDS-OFDM we switch from time
domain to frequency domain. Figure 8 shows how the two schemes are different
in variables in our analysis and different textures show different users that share
the same chip or frequency. This figure also shows that power allocation is not
necessarily uniform; thus, a data symbol might be transmitted over its assigned sub-
carriers with different power levels and with different complex phases. The analysis
in previous section can be extended to LDS-OFDM by replacing time instance
parameters with frequency, thus, we will have

Qhk.f / D ak;f hk.f /; (16)

where ak;f denotes the activity of user k at sub-carrier f , in other words, ak;f is equal
to one if user k spread its data over sub-carrier f otherwise it will be zero. Thus, the
achievable rate region for LDS-OFDM is calculated by finding the expected value
of the channel on frequency domain

Frequency

Time
Power

Frequency

Time

Power

LDS-OFDM LDS-CDMA

Fig. 8 LDS-OFDM vs. LDS-CDMA
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CLDS�OFDM.a;h;P/ D
(

R W R.S / 
 WEa;h

	
log

�
1C

P
k2S ak jhkj2 Pk=�

WN0

�

;8S � f1; : : : ;Kg

)

:

(17)

This shows the mentioned analysis is valid for LDS-OFDM as well.

3.4 Effect of Irregularity on LDS Schemes

The uplink BER performance of a multi-user system such as LDS-CDMA can be
improved significantly by careful design of low density signature. As discussed in
Sect. II, an LDS system can be represented by a factor graph, where the symbols of
users and chips are presented by variable nodes and function nodes respectively.
The graph edges represent the connection between the received chip and the
corresponding user. Therefore, this graph can be called regular if all of its variable
nodes and function nodes have the same number of edges. A main factor in design
of low density signature is its regularity. This analysis will help us evaluate the
effect of irregular LDS structure on performance improvement and its cost in terms
of complexity. Throughout this section, for ease of analysis, the LDS structures are
classified as:

• Regular: When �k D �; 8k D 1; : : : ;K, and n D , 8n D 1; : : : ;N
• Irregular: Otherwise

In order to analyse the effect of irregularity, initially the effect of number of active
users on sum rate is shown in Fig. 9. The evaluation is done for a system with 20
users with SNR=20 dB and density factor equal to 0.4. The difference between the
SR for different number of active users is the penalty which is paid for reducing
the complexity in LDS. For irregular LDS, different number of users are active at
different chips. We define

˛ D W log

�
1C

P
k2S ak jhkj2 Pk=�

WN0

�
: (18)

Considering that SR is related to Ea;h Œ˛�, we can say that the expectation is taken
over different combinations of active users. Having a 2 A , where A is the set of
possible combinations of active users,

A W
(

aj
KX

kD1
ak D d1 or

KX

kD1
ak D d2 : : : or

KX

kD1
ak D d


)

: (19)
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By dividing the set A in 
 subsets A1; : : : ;A
 we will have

Ea;h Œ˛� D EajA1;h Œ˛� p .A1/C EajA2;h Œ˛� p .A2/C : : :C EajA
 ;h Œ˛� p
�
A


�
; (20)

where

Aj W
(

aj
KX

kD1
ak D dj

)

: (21)

This shows that Ea;h Œ˛� is linear with respect to EajAj;h Œ˛�. Thus, the rate of
LDS scheme with different number of active users is linear with respect to the rate
of LDS scheme with fixed number of active users at all chips. On the other hand,
the complexity increases exponentially by the number of active users. Therefore,
by combining various number of active users (irregular LDS) we will have more
complexity for a fixed SR, because the SR changes linearly while complexity
changes exponentially. For instance if we consider a system with number of active
users 4 and 6, the SR will be similar to a regular system with 5 active users (due to
linearity) while the complexity is more as it is shown in Fig. 10. Therefore, regular
LDS design introduces less complexity while keeping the SR the same.
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3.5 Analysis of Achievable Region of LDS System
with Practical Modulation and Coding Schemes

We analysed a system with infinite constellation space size. However, practical
systems employ a finite constellation size. To analyse a practical system with finite
modulation size, in this section we extend our analysis to a system with Quadrature
Amplitude Modulation (QAM) modulation and convolutional channel coding.

3.5.1 Achievable Rate Region of QAM LDS System

The SNR gap approximation, first introduces in [9], is an effective tool to model
the achievable rates when a suboptimal transmission scheme is used for a given
probability of symbol error, Pe. Thus, using the gap approximation the rate achieved
by a discrete constellation over an AWGN channel can be expressed in a form
similar to Shannon’s capacity formula. In this chapter, for finding the effect of
modulation on the achievable rate of LDS schemes we introduce the SNR gap
concept. To achieve a certain data rate for a given probability of error with
modulation, a value of SNR greater than that suggested by Shannon’s capacity
is required. This extra amount of power is called the SNR gap, denoted in this
chapter by �mod. The SNR gap is widely studied for single user case under AWGN
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channel for different modulation types by considering the error probability relation
with modulation order and SNR. Since LDS scheme is a multi-user scenario,
we are interested in the analysis of the SNR gap for multi-user case, provided
in [15]. On the other hand for the case of fading channel with non-adaptive
transmission (constant transmit power and rate), the average BER is obtained by
integrating the BER in AWGN over the fading distribution [17]. Considering that
in previous section, for calculating the achievable rate the average was taken over
fading process, the calculation of achievable rate of modulated LDS system can be
performed for fading channel straightforwardly. The sum rate for the LDS system
where users apply the same modulation constellation, CM�LDS, can be expressed as
follows:

CM�LDS.a;h;P/ D
(

R W R.S/ 
 WEa;h

	
log

�
1C

P
k2S ak jhkj2 Pk=�

�mod WN0

�

;8S � f1; : : : ;Kg

)

:

(22)

For a system with M-QAM modulation �mod is calculated as follows [38]:

�mod .Pe;M/ D
	

Q�1
�

MPe

2 .M � 1/
�
2

=3: (23)

In order to have a fair comparison for different modulation orders we need to
consider the Eb=N0 gap, �

0

mod, which is calculated as follows [3]:

�
0

mod .Pb;M/ D
2

4Q�1
0

@ Pb log2 M

4
�
1 � 2 log2 M

2

�

1

A

3

5

2

=3: (24)

By plugging �
0

from (32) into (30) we obtain the achievable rate region of
modulated LDS MAC. The relation between SR and Eb=N0 is presented in Fig. 11
for an LDS system with � equal to 0.8 and maximum of 8 users allowed per chip.
Furthermore, this figure shows that the comparison of different modulation orders;
64-QAM, 16-QAM, and QPSK (quadrature phase shift keying) for Pb D 10�6.
Figure 11 shows the SR is reduced 10 Mbits/sec at Eb=N0 D 14 for QPSK
modulation, thus, even at reasonably good Eb=N0, the modulated scheme is about
6 dB, short of achievable rate. Also it is shown higher order modulations leads to
better SR which matches the results given in [14].
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Fig. 11 Effect of modulation order on sum rate of LDS system

3.5.2 Achievable Rate Region of Convolutional Coded LDS System

Having introduced commonly used signal constellations for data transmission of
LDS scheme, several performance measures are used to compare the coded systems
based on these constellations. In order to take into account the effect of coding
in the achievable rate region, coding gain is defined [9]. Coding gain, � , specifies
the improvement of one constellation over another when used to transmit the same
information. Once the gain with respect to un-coded transmission for a given coding
method is known, the gap becomes

�cod D �mod � 10 log2 �eff ; (25)

where �eff is the effective coding gain. For a rate k=n binary linear convolutional
code C with free distance d, the nominal coding gain can be calculated as
follows [14]:

�.C/ D
�

k

n

�
d: (26)

To estimate from �.C/ the effective coding gain �eff .C/, we use the normalized
error coefficient K.C/ D Kd=k, and apply the rule introduced in [14]. Here,
Kd is the number of code sequences with minimum weight d in a given k-input
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Fig. 12 Effect of coding on sum rate of LDS system

n-output block. We should emphasis that estimated effective coding gain assume
soft decisions, maximum likelihood decoding.

Figure 12 shows the effect of coding on the sum rate of LDS with density factor
0.8 and maximum number of allowed user equal to 8. The code type is a half rate
convolutional code with d D 5 and Kd equal to 1, thus, the nominal coding gain is
�.C/ D 5=2 (4 dB), and the effective coding gain is also 4 dB. This figure illustrates
that this simple convolutional code was able to increase the SR curve 4 Mbits/sec at
SNR equal to 16 dB.

3.6 Frequency-Selective Fading Channels

In the previous sections we have analysed a flat fading model which is appropriate
if the Nyquist sampling period is large compared to the delay spread of the multi-
paths in the received signal, so that the individual paths are not resolvable in the
sampled system. For wideband applications, the multi-paths can be resolved, and
hence channel has memory. The appropriate model in this case is the time-varying
frequency-selective fading channel. In this section, we will extend our previous
results for LDS-CDMA to this model. For LDS-OFDM, frequency-selective fading
channel is converted to parallel flat-fading channels in frequency domain, thus, the
model remains the same for frequency selective fading channels.
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First the signal model for LDS-CDMA under frequency selective fading channel
must be driven. The baseband signal model for conventional MAC is well known
[17]. Calling the notations given in Sect. 3.1.3, the signal model for LDS-CDMA is
shown for a channel with l paths (which results in l taps in the impulse respond for
fading multi-path channel),

yi D
X

k2Ki

X

l

hk;i;lxk;i�l C vi: (27)

We denote hk;i;l as the lth channel filter tap for user k at time instance i and xk;i D
bksk;i similar to the expression given in Sect. 3.1.3. In order to analyse the achievable
rate region of this channel, when both the transmitters and the receiver can track
the channel, we will first focus on the case where the channel is time-invariant.
Therefore, we will have

yi D
X

k2Ki

X

l

hk;lxk;i�l C vi: (28)

Considering that this channel has the characteristics of a Gaussian multiple
access channel with ISI, the achievable rate region of this channel for conventional
MAC is given in [7]. For LDS-CDMA as discussed earlier the channel is multiplied
by the activity parameters which are independent and follow Bernoulli distribution.
Considering that the distribution of activity parameters will remain Bernoulli after
the Fourier transform, for LDS-CDMA the achievable rate region is

CLDS.a;P/ D
(

R W R.S / 6

Ea

2

6
4
Z W

2

� W
2

log

0

B
@1C

P
k2S ak

ˇ
ˇ
ˇOhk.f /

ˇ
ˇ
ˇ
2

Pk=�

WN0

1

C
A df

3

7
5 8S 	 f1; : : : ;Kg

)

:

(29)

where Ohk.f / is the Fourier transform of the channel. Next the general case where the
channel is time-varying is analysed. To do so we assume that the time variations of
the channel are random and ergodic and the channel varies very slowly compared to
the multi-path delay spread. The achievable rate region related to such channel for a
convectional MAC is given in [16]. For LDS-CDMA after applying the concept of
activity parameters the achievable rate region will be

CLDS.a; Oh;P/ D
(

R W R.S / 6

Ea;Oh
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Z W
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log
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5 8S 	 f1; : : : ;Kg

)
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(30)
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where Oh D ŒOh1.f /; : : : ; OhK.f /�, thus the expectation is taken over fading states and
the activity elements. For each time instance t, Ohk.f ; t/ is the frequency response of
user k at fading state t.

We use a numerical example to evaluate the validity of our assumption of slow
variations of the channel in time domain compared to multi-path delay spread
in practice. Consider a typical mobile scenario where the vehicle is moving at
60 km/h and the carrier frequency is 1 GHz. Time variation of the channel becomes
uncorrelated every half carrier wavelength over distance [17]. Thus, the time
constant associated with the fading effect is in the order of time taken for the
mobile to travel one wavelength at the transmitter frequency which is 0.0185 s for
this example. In indoor channels delay spread typically ranges from 10 to 1000 ns,
in suburbs it ranges from 200 to 2000 ns, and in urban areas it ranges from 1 to
30�s [17]. Hence, even for the urban areas, the time variation of the channel is
significantly slower than the delay spread which indicate that the assumption is quite
reasonable for typical wireless systems.

Figure 13 shows the SR for both LDS-OFDM and LDS-CDMA under frequency-
selective fading channel. For simulations, ITU Vehicular B channel model is
considered and all the 20 users share a total bandwidth of 60 MHz. As expected
LDS-OFDM showed to have a better sum rate compared to LDS-CDMA, this is
because LDS-OFDM is able to combat the negative effect of frequency-selective
fading channel by dividing it into a number of flat fading sub-channels.
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Fig. 13 Sum rate for LDS-CDMA and LDS-OFDM with maximum number of allowed users per
chip/sub-carrier equal to 8
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Fig. 14 Sum rate for LDS-OFDM system in comparison with MC-CDMA system with MMSE
MUD

Finally, in order to provide more motivation for using an LDS-OFDM system in
practice we compare the sum-rate of the LDS-OFDM system with a low-complexity
multiuser detection MAC system. Therefore, Fig. 14 shows the sum rate for an LDS-
OFDM system with density factor equal to 0.2 and an MC-CDMA system with
minimum mean-square error (MMSE) multiuser detector. The simulation results for
the MC-CDMA system with load 2.5 are produced using the derivations carried
out in [40]. As can be seen LDS-OFDMA is able to achieve higher sum rate under
frequency selective fading channel, and this superiority is even more at higher SNRs.

4 Summary

In this chapter, we first reviewed different state of the art non orthogonal multiple
access techniques. We then rigorously analysed the performance of LDS based non-
orthogonal multiple access techniques that are considered to be among promising
solutions for the next generation of cellular access networks due to their well-known
advantages compared to state of the art techniques based on OFDMA. In this regard
the achievable rate region of LDS schemes is calculated using information theoretic
analysis by introducing an effective channel gain, based on the activity of users. It
is shown that LDS significantly reduces complexity of multi-user detection at the
price of moderate loss of the system performance in terms of achievable sum rate.
Furthermore, the effect of LDS parameters such as density factor and maximum
number of users at each time instance on the sum rate is evaluated. The results
show that the achievable rate approaches to that of MAC when increasing the
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density factor towards one. The effect of irregularity on the complexity has also
been evaluated, which leads to the conclusion that regular signatures are better
in terms of complexity. Furthermore, we have extended our model by taking into
account practical system with a finite constellation size; the effect of finite size
modulation was introduced into the our model using SNR gap. Furthermore, it was
shown that the loss of achievable rate which had been caused by modulation can
be compensated by using a suitable channel coding scheme. Finally, comparing
with the MC-CDMA system with an MMSE MUD we showed that LDS-OFDM
is able to achieve higher sum rate under frequency selective fading channel, and this
superiority is even more at higher SNRs.

Appendix: Joint Typicality for Low Density Signatures

Here we explain how the joint typicality definition is extended to low density
signatures (codewords). The signatures can be consider as codewords because in
theory coding is a scheme that maps a block of symbols to another block of variables
which can be generated randomly. Therefore, considering that LDS scheme also
maps a symbol to a block of variables which are generated randomly we can say
that the signature matrix in LDS scheme plays the role of a codebook (please
note that term coding here doesn’t mean channel coding). First we assume that
low density codebook is generated randomly using a probability distribution with
high probability of random variable being equal to zero. Therefore, .X1;X2; : : : ;Xk/

denote a finite collection of discrete random variables with some fixed joint
distribution. Let B denote an ordered subset of these random variables and consider
N independent copies of B denoted by B1;B2; : : : ;BN . As before, let Ck denote
the set of time instances over which user k spreads its data, i.e., Ck D fijk 2 Kig.
We further define D.B/ as the ordered set of time indices over which users related
to the members of B are active, i.e., D.B/ D S

k2 OB Ck, where OB is the ordered
set of user indices that their random variables are a member of B. Considering that
each of the copies is independent of the other subsets, the joint probability mass
function of the subsets will be

p.B1;B2; : : : ;BN/ D
Y

i2D.B/

p.Bi/; (31)

where D.B/ has at least �k members, let N0 be the size of D.B/. Considering that
�k D �k

N , for a fixed density factor, �k, as the overall signature length, N; approaches
to infinity, the length of full density portion, �k, will also approach to infinity. Thus,
for sufficiently large N, N0 will approach infinity as well. Therefore, by the law of
large numbers for sufficiently large N, for any subset B of random variables,

� 1
N0 log p.B1;B2; : : : ;BN/ D � 1

N0
X

i2D.B/

log p.Bi/! H.B/; (32)
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where the convergence takes place with probability 1 for all 2k subsets B �
fX.1/; : : : ;X.k/g.
Definition. The set A.N/� of jointly typical N-sequences .x1; : : : ; xk/ with empirical
entropies �-close to the true entropies is defined by [10]

A.N/� .X.1/; : : : ;X.k// D A.N/� D

.x1; : : : ; xk/ W

ˇ
ˇ̌
ˇ�
1

N
log p.b/� H.B/

ˇ
ˇ̌
ˇ < �;8B � fX.1/; : : : ;X.k/g

�
:

Furthermore, let A.N/� .B/ denote the restriction of A.N/� to the coordinates of B.
For low density codes we can write

A.N/� D

.x1; : : : ; xk/ W

ˇ
ˇ
ˇ
ˇ�

1

N0 log p.b/ �H.B/

ˇ
ˇ
ˇ
ˇ < �;8B � fX.1/; : : : ;X.k/g

�
:

(33)

Lemma. For any � > 0, for sufficiently large N, the probability of having jointly
typical sequences is

Pr.A.N/� .B// > 1 � �; 8B � fX.1/; : : : ;X.k/g (34)

Proof. This follows from the law of large numbers for random variables in the
definition of A.N/� .B/. Calling (6), given � > 0, there exist N1 such that for all
N > N1,

Pr

�ˇˇ
ˇ
ˇ�

1

N0 log p.B1;B2; : : : ;BN/� H.B/

ˇ
ˇ
ˇ
ˇ > �

�
< �; 8B � fX.1/; : : : ;X.k/g

(35)

) Pr

�ˇˇ̌
ˇ�

1

N0 log p.b/� H.B/

ˇ
ˇ̌
ˇ > �

�
< �; 8B � fX.1/; : : : ;X.k/g (36)

Thus, for sufficiently large N for low density codes we will have,

Pr.A.N/� .B// > 1 � �; 8B � fX.1/; : : : ;X.k/g (37)

Therefore, we could validate the joint typicality concept for low density
signatures.
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New Multicarrier Modulations for 5G

Davide Mattera, Mario Tanda, and Maurice Bellanger

Abstract Recent advances in filter bank multicarrier (FBMC) techniques are
presented and compared with the conventional cyclic prefix (CP)-OFDM approach,
in the context of 5G. After a brief description of some adaptations of CP-
OFDM, FBMC combined with offset-QAM is considered, pointing out the crucial
issue of subchannel equalization to compensate for the absence of cyclic prefix.
Implementation has to be carried out in the frequency domain, in order to reach high
performance without further increasing latency and allow for per user equalization
and carrier frequency offset compensation. However, due to the delay objectives and
the computational complexity, the prototype filter length, and overlapping factor,
must be small, which limits the performance. Then, an alternative approach is
proposed, FBMC combined with pulse amplitude modulation (PAM). Like OFDM,
FBMC-PAM possesses the perfect reconstruction property and, equipped with
the sine prototype filter, it yields good performance with the overlapping factor
K D 2, which makes it an attractive option whenever asynchronous access and
high level of out-of-band rejection are required. Finally, the case of nonoverlapping
emitted symbols is considered and a CP-less OFDM scheme with frequency domain
equalizer in the receiver is included in the performance comparison.

1 Introduction

Many specific requirements for 5G are linked to the multi-user context, such as
asynchronous access, coexistence issues and per-user channel equalization and
carrier frequency offset compensation. In addition, latency has to be kept to a
minimum. At the system level, it is necessary to maintain coherence between the
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performance of the signal processing techniques and the existing or foreseeable
capabilities of radiofrequency interfaces. Obviously, these requirements have a
critical impact on the selection of the physical layer techniques.

Multicarrier modulations have proved successful in cable and wireless commu-
nication systems because of their spectral efficiency and their operational flexibility
and they are strong candidates for the physical layer in 5G and beyond. So far,
the most widely deployed technique is cyclic-prefix orthogonal frequency division
multiplexing (CP-OFDM), which is simple in concept and easy to implement.
Basically, it consists of an inverse fast Fourier transform (IFFT) in the transmitter
and an FFT in the receiver, whose size M defines the number of subcarriers
in the system. When the blocks of M time samples generated by the IFFT are
fed to the FFT, the subcarriers are orthogonal and the input data samples are
perfectly reconstructed. In the presence of channel distortion, a cyclic prefix has
to be introduced at the transmitter side so that orthogonality can be restored at
the receiver side, through an appropriate time shift, under the condition that the
length of the cyclic prefix exceeds the duration of the channel impulse response.
Then, the demodulation process is completed by per subcarrier frequency domain
equalization, which is the key to the spectral efficiency of the scheme.

The CP-OFDM approach is well suited to the transmission of single user over
a bandwidth interval much larger than the channel coherence bandwidth. In the
presence of several simultaneous users exploiting the same OFDM frame, it is
necessary to make sure that time and frequency alignment is obtained with sufficient
accuracy, so that the orthogonality of the signals transmitted by all the users is
secured. The cost of such an alignment depends on the number of users involved
in the process. In case of independent adjacent users, the global spectral efficiency
is impacted by the filtering effect of the multicarrier modulations involved. The basic
OFDM scheme offers limited spectral separation and a number of requirements
defined by the use case families considered for the definition of the 5G standards [6]
tend to make the approach unfit to the considered scenarios. Specifically, the limited
filtering effect of OFDM leads to losses in spectral efficiency that can be severe in
case of asynchronous access and coexistence issues, as well as in the presence of
fragmented spectrum. Then, in order to keep spectral efficiency in such conditions,
the filter bank multicarrier (FBMC) modulation has been proposed as an alternative
to OFDM. In a filter bank, a low-pass prototype filter with KM coefficients is shifted
on the frequency axis by integer multiples of the subcarrier spacing, leading to a
set of M subchannels. A key difference with OFDM is that K emitted multicarrier
symbols overlap, and K, the so-called overlapping factor, determines the filter
attenuation characteristics and, thus, the spectral separation between adjacent users.
With this approach, the cyclic-prefix concept can be abandoned and the channel
distortion must be mitigated by subchannel equalization. In fact, FBMC without
multitap or frequency-domain subchannel equalization can be considered similar to
OFDM with a very short cyclic prefix.

Regarding implementation, two options exist, as shown in Fig. 1, for the receiver.
In the time domain scheme, a set of M digital filters, having K coefficients each and
called polyphase network (PPN), is cascaded with the FFT. In the frequency domain
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Fig. 1 Structures of filter banks in FBMC receivers: (a) PPN-FFT scheme, (b) Frequency domain
scheme

scheme, an FFT of size KM is followed by a set of per-subchannel decimation
filters whose coefficients are derived from the time domain coefficients through
discrete Fourier transform. Of course, the frequency domain scheme requires more
computations and it is practical only for small overlapping factors, typically 2 or 3.
However, it has two key benefits

• channel equalization is performed per subchannel at the FFT output, which leads
to high performance with no additional delay, contrary to the PPN approach
which requires time domain equalization with the corresponding delay. The same
applies to per-user carrier frequency offset (CFO) compensation.

• although it is performed per subchannel, the equalization at the FFT output before
filtering is equivalent to the global equalization of the received signal, which
means that perfect reconstruction techniques can be used and orthogonality is
possible, as in OFDM.

Now, to complete the system description, data processing is considered. In OFDM
systems, the data sequence is mapped into quadrature amplitude modulation (QAM)
samples at the input of the transmitter IFFT. This mapping cannot be applied to
FBMC, because of the filter overlapping.

The signals transmitted on the subcarriers k � 1 and kC 1 generate interference
in the subcarrier k and there are two approaches to achieve full rate transmission in
spite of this interference

• Offset-QAM modulation leading to FBMC-OQAM systems. The principle relies
on the impulse responses of interference filters that cross the zero axis at
multiples of the symbol period M, but with a shift of M=2 between the real part
and the imaginary part. Then, full rate is obtained if the symbol rate is doubled
and real and imaginary data samples alternate in the time domain and in the
frequency domain;

• Pulse amplitude modulation (PAM) leading to FBMC-PAM systems. The phase
shift 	=2 is applied to the subcarriers of adjacent sub-channels and the transmit-
ter input is a real sequence of data samples.
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The poor spectral containment and the synchronization requirements in multiple
access are the weak points of the classical OFDM system that make it unfit to the
next generation communication systems; its simpler evolutions improve on such
issues but introduce a further loss in terms of spectral efficiency. The FBMC-
OQAM system achieves significant improvements over classical OFDM system in
terms of spectral containment and robustness to the imperfections of the timing and
CFO estimation procedures with the same spectral efficiency; such improvements
are more significant for larger K. Its main drawbacks are the increase of the
computational complexity and the inefficiency in short-burst transmissions, which
is also an important requirement for next generation systems; both the complexity
and the inefficiency increase with K. The FBMC-PAM, instead, is superior to
the classical OFDM system in terms of spectral containment and synchronization
requirement but it also exhibits smaller complexity than FBMC- OQAM; moreover,
the inefficiency of FBMC-PAM in short-burst transmissions is marginal. Therefore,
in many use cases, FBMC-PAM represents a good compromise; only in extreme
scenarios, characterized by severe requirements in terms of spectral containment
and spectrum fragmentation, FBMC-OQAM with K D 3 (or also with K D 4) may
become necessary.

Following this brief overview of the multicarrier transmission field, the rest
of the chapter is organized as follows. In Sect. 2, the classical OFDM system is
presented and some of the evolutions which have been proposed to improve filtering
are discussed. Section 3 is dedicated to the FBMC-OQAM system, with emphasis
on the frequency domain implementation option and the performance of channel
equalization and CFO compensation. Then, in Sect. 4, the FBMC-PAM system
is considered in combination with perfect reconstruction filter design, so that the
orthogonality property is obtained, as in OFDM. Finally, a CP-less OFDM scheme
with frequency domain equalization in the receiver is discussed in Sect. 5 and, in
Sect. 6, the considered systems are compared by simulation experiments.

2 The Classical OFDM and Its Evolutions

For the sake of clarity, we shortly resume the characteristics of the standard CP-
OFDM; the classical rectangular pulse g.O/Œn� is used to transmit a complex-valued
symbol:

g.O/Œn� D uMCMp Œn�
4D

1 n 2 f0; 1; : : : ;M CMp � 1g
0 n … f0; 1; : : : ;M CMp � 1g : (1)

The pulse transmitted in the first symbol period f0; 1; : : : ;M CMp � 1g on the kth
subcarrier is written as

g.O/k Œn�
4D g.O/Œn�ej2	 k

M .n�Mp/: (2)
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The problem of intersymbol interference is solved by using a symbol period MCMp

larger than the pulse duration M; the length of the cyclic prefix Mp has to be larger
than the channel delay spread Mh in order to eliminate the interference effects from
previous symbol intervals on the current one; for such a reason, the first samples of
the received signal, which are affected by pulse transmitting the previous symbols,
are not utilized at the receiver. The interferences among the signals transmitted on
the different subcarriers are determined by the coefficients:

I.O/k Œnk; "k�
4D
ˇ
ˇ̌
ˇ
ˇ

M�1X

nD0
g.O/ŒnCMp � nk�

�
g.O/ŒnCMp�

��
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kC"k
M n

ˇ
ˇ̌
ˇ
ˇ

D
ˇ
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�1=2
UM.F/U

�
M

�
F C kC "k
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�
e�j2	nkFdF

ˇ
ˇ̌
ˇ
ˇ

(3)

where nk D QnkCn0 and "k D Q"kC�0 with Qnk and Q"k denoting the relative timing offset
and the relative normalized CFO, respectively, of the user transmitting at a distance
of k subcarriers from that of interest and with n0 and �0 denoting the estimation error
of the timing offset and of the normalized CFO, respectively, of the user of interest.
Moreover, for jnkj 
 M=2, we have defined

nk
4D
8
<

:

0 0 
 nk 
 Mp

nk �Mp nk > Mp

nk nk < 0

(4)

and

UM.F/
4D F fuMŒn�g D e�j	F.M�1/ sin .	FM/

sin .	F/
: (5)

We here consider the case where the subcarrier signal, which is transmitted on kth
subcarrier adjacent to that of interest, is possibly used by a different user (in such
a case Qnk ¤ 0 unless a proper timing alignment procedure is employed). The well-
known property I.O/k Œ0; 0� D 0 8k ¤ 0 guarantees that there is no interference
between two subcarriers employed by the same user (i.e., Qnk D Q"k D 0) provided
that Mh 
 Mp and the timing offset and CFO of the user of interest can be perfectly
estimated (i.e., n0 D "0 D 0). This property, which holds for 0 
 nk 
 Mp (since
nk D 0 for such values of nk), has allowed the great diffusion of CP-OFDM in
classical downlink scenarios. At the same time, the fact that the same property
does not hold when nk ¤ 0 or "k ¤ 0 represents one of the main drawbacks that
complicated the use of CP-OFDM in the uplink scenarios.

In order to reduce I.O/k Œnk; "k�, the spectral behavior of the chosen pulse has to
be modified. In fact, (3) clearly shows that, for jkj � 2 (i.e., for all subcarriers
except the two adjacent ones), the first lobes of the two pulses are separated. Such
a separation would imply that I.O/k Œnk; "k� is negligible also when .nk; "k/ ¤ .0; 0/
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provided that the secondary lobes of the chosen pulse UM.F/were sufficiently small.
In such a case, the relative timing offset nk and the relative normalized CFO "k could
be also very large without generating significant interferences from non-adjacent
subcarriers. This would imply that the devices of the radio access network would
not need to be precisely synchronized in time and frequency with each other as it is
currently required in the classical OFDM systems. Such a requirement will tend to
become more cumbersome (and, in perspective, also unfeasible) as the support of
multiple traffic types, which is going to be required by the wireless radio interface
of the next 5G standard, will imply the need to maintain synchronized a massive
number of low-rate machine-type communication devices, along with the usual
high-rate hand-held devices [19, 20].

The main disadvantage of the classical OFDM system lies, therefore, in the poor
spectral containment of UM.F/ outside its first lobe, i.e., outside the bandwidth
.� 1

M ;
1
M /. The same spectral behavior of UM.F/ is responsible for the other limit

of OFDM: the difficulty to efficiently transmit over a small bandwidth fragment. In
fact, the power spectral density (PSD) P.O/sk .F/ of the signal s.O/k Œn� transmitted on
the kth subcarrier

s.O/k Œn�
4D
s

Es

M CMp

C1X

iD�1
ckŒi�g

.O/
k Œn � i

�
M CMp

�
� (6)

for a complex-valued symbol sequence ckŒi� satisfying the condition

E
�
ckŒi�c

�
k Œi � m�

� D ıŒm�; (7)

where ıŒ�� is the Kronecker delta, can be written as
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(8)
and, assuming the independence of the symbol sequences used on the different
subcarriers, the PSD of the signal transmitted by each user can be written asP

k2A P.O/sk .F/ where A is the set of subcarriers exploited by the considered user.
Here we have denoted with Es the energy transmitted for each complex-valued
symbol.

Let us show in detail with an example the problem created by the poor spectral
containment of the pulse used in CP-OFDM in the transmission over a bandwidth
fragment. Assume that the bandwidth available for transmission is the numerical
bandwidth Œ0:2; 0:4� and let us choose the following parameters M D 256 and
Mp D M=8; if there were no constraint on the PSD outside the available bandwidth,
the set f53; 54; : : : ; 101g of subcarriers could be used by the transmitter and the
resulting PSD is depicted in Fig. 2. However, if we introduce the constraint that the
PSD outside the chosen bandwidth has to be �30 dB below the maximum value of
the PSD, which is a realistic constraint when we resort to a fragmented usage
of the spectrum, we have to note that the standard CP-OFDM cannot be employed.
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subcarriers inside the bandwidth fragment .0:2; 0:4/ are employed and (b) when the minimum
number of guard subcarriers needed to satisfy the constraint on PSD outside the considered
fragment at �30 dB are used

The first basic line to circumvent the problem of spectral containment is the
well-known practice of using the null guard subcarriers. With reference to the
previous example, we can transmit only on the subcarriers in the following set
f72; 73; : : : ; 82g; the resulting PSD is also reported in Fig. 2. If we had specified
the slightly stronger constraint of �35 dB outside the chosen bandwidth, the set of
the subcarriers that could be used would be further reduced to the following set:
f78; 79g; more selective constraints cannot be satisfied by CP-OFDM by resorting
to the null subcarriers. It is clear that the strong reduction of the number of active
subcarriers is caused by the slow decrease of the pulse in (1); we pass from 49 to
11 (or possibly to 2) subcarriers. Therefore, using the null subcarriers can solve the
problem of spectral containment, but only if the constraint introduced on the out-
of-band PSD is not more severe than 35–40 dB; in any case, also if the problem
can be solved, this implies a significant loss in the achieved bit-rate, also when the
CP-OFDM has to be employed in the downlink scenario on a large fragment such as
the considered numerical bandwidth .0:2; 0:4/ including in this example Nf D 49

subcarriers. In some scenarios, also smaller values of Nf could be available, making
the spectral inefficiency of the classical OFDM system using guard subcarriers also
more severe.
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2.1 The Time Separation Approach for Evolving
Classical OFDM

With regard to the theoretical proposals of a multicarrier system for data transmis-
sion, the classical OFDM technique is not the oldest one [7]. The main difficulties
that delayed the adoption of the multicarrier techniques mainly lie in their com-
putational complexity; the first version commonly adopted in various standards,
the classical OFDM system, was therefore that minimizing the computational
complexity. The overall network constraints were designed in order to circumvent
the main drawback of the OFDM system, the poor spectral containment. However,
many researchers have tried to propose different variants of the classical OFDM with
smaller out-of-band emissions. In the last years, many contributions appeared in the
literature (e.g., see [2, 3] and references therein) are proposing evolved multicarrier
systems since the overall network scenario is making appear much probable that,
for the next 5G standard, the classical OFDM system may be abandoned, at least in
some use cases.

Solving the problem of the spectral containment requires to adopt a basic pulse
whose spectral secondary lobes can be neglected. As it is well-known, this is
however associated with the increase of the width of the main lobe. However, the
subcarrier bandwidth is usually imposed by external constraints; therefore, adopting
the same subcarrier bandwidth, the new basic pulse needs to become longer in time;
let us denote with .M C Mp/=� the length of the new pulse with the amplitude of
the secondary lobes sufficiently small, i.e., let us denote with � the loss of spectral
efficiency due to the increased pulse length.

This imposes a basic choice whether to maintain or to abandon the approach
followed in classical OFDM about the issue of intersymbol interference. A first line
of evolution, named here time separation, motivated by the greater compatibility
with the current technology, proposes to limit the changes to the implementation
platform, and in particular to the equalization stage. Therefore, two time-shifted
versions of the basic pulse are still maintained separated in the time domain; such a
separation is imposed at the transmitter output and is maintained also at the receiver
input by resorting to an adequate cyclic prefix. In other terms, the improvement of
the spectral containment is mainly paid in terms of the bit-rate achieved on the given
bandwidth, i.e., in terms of spectral efficiency, while the computational complexity
of the classic OFDM transceiver is maintained.

The line of time-separation includes the so-called pulse-shaping OFDM where
the rectangular pulse in (1) is replaced by a properly chosen pulse shape; the choice
of the new pulse has to take into account both the issue of spectral containment
and that of the intercarrier interference (ICI). In particular, one of the first proposals
considered in [8] for pulse-shaping OFDM is the well-known Hanning pulse. An
important choice in the category of pulse-shaping is given by the time-window
approach where the central rectangular shape of the pulse in (1) is maintained but
a tail is appended on the two sides of the pulse in order to improve the spectral
containment; typically, the tail is given a cosine shape, so obtaining that the pulse is
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shaped as a raised-cosine (RC) in the time domain:
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(9)

where Mr D .MCMp/.
1
�
� 1/. Such a choice provides three important advantages:

the first advantage is that the receiver adaptation to the new pulse-shape can
be avoided by selecting at the receiver only the central rectangular part of the
transmitted raised-cosine pulse. The second advantage, connected to the first one, is
that the tail on the right side of the previous pulse can be time overlapped to that on
the left side of the next pulse, consequently reducing the loss in spectral efficiency.
The third advantage is given by the fact that using only the central rectangular part
of the pulse also guarantees the absence of ICI.

The principal analysis about such a line of evolution for OFDM concerns the
quantitative values of the loss of spectral efficiency due to the need to improve the
spectral containment. It can be written as follows:

�

�
1 � Ng

Nf

��
M

M CMp

�
(10)

where we have denoted with � the loss of spectral efficiency due to the pulse length
increase, with Ng the number of guard subcarriers and with Nf the maximum number
of subcarriers that could be employed in the available spectral fragment. Note that
the last two terms are already present in the classical OFDM while the loss factor
�, which is unit in classical OFDM, is peculiar of the considered line of the time
separation.

In order to quantify such a loss, in Figs. 3 and 4 the PSD of the transmitted signal
at the edge of the spectral bandwidth is reported; the various curves correspond
to different values of �, which determines the pulse length; they are plotted by
assuming that the PSD of the signal transmitted on each subcarrier is unit at the
subcarrier center. The figures refer to the two usually considered pulses in pulse
shaping [18] (the Hanning pulse and the RC one) for MCMp D 256.1C1=8/D 288.

With reference to the Hanning pulse, we obtain that the achieved out-of-band
attenuation depends on the number of guard subcarriers and on the loss of spectral
efficiency. Since also the use of guard subcarriers causes a loss of spectral efficiency,
the choice of the pulse length should take into account the two factors � and .1 �
Ng=Nf /. For example, if the out-of-band attenuation is set to �40 dB, we cannot
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achieve it with � D 1, but we can achieve it with � D 0:75 and 2 guard subcarriers,
or with � D 0:55 and Ng D 1 or with � D 0:1 and Ng D 0. It is evident that often
the first choice is the most convenient.

When we have to achieve important out-of-band attenuation, it can be useful to
resort to longer pulses obtained with smaller values of �. For example, if we have to
achieve an out-of-band attenuation of�80 dB, 3 guard subcarriers are sufficient with
� D 0:25 while 10 subcarriers are needed when � D 0:75. The overall efficiencies
in the two cases are

.1 � 6=Nf /0:25 .1 � 20=Nf /0:75 (11)

where Nf is the number of subcarriers in the assigned bandwidth fragment.
Therefore, the best choice between the two considered alternatives depends on the
condition Nf > 27, and, obviously for 7 
 Nf 
 27, only a single choice would be
possible. Similar reasoning applies also with the RC pulse, whose spectral behavior
is reported in Fig. 4 again for M CMp D 256.1C 1=8/ D 288, and the results can
be also worst. To achieve an out-of-band attenuation of �80 dB, 2 guard subcarriers
are needed for � D 0:25 while 16 subcarriers are needed for � D 0:75 and the
new condition becomes Nf > 46. To achieve, instead, an out-of-band attenuation
of �40 dB, no guard subcarrier is needed for � D 0:25 and 3 guard subcarriers are
needed for � D 0:75, the relative condition becomes Nf > 9.
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We can deduce from the above considered example the following general result
about the analysis of the pulse shaping approach. When the fragment is composed by
a small number of subcarriers and a strong constraint is imposed on the out-of-band
attenuation, the best choice is obtained with small values of �, and therefore the
pulse-shaped OFDM achieves the spectral containment by accepting a significant
loss in terms of overall spectral efficiency. Otherwise, when the required out-of-band
attenuation is moderate or low, and the fragment under consideration is composed
of a large number of subcarriers, the pulse-shaping OFDM can use values of �
around 0:75 and, therefore, pulse-shaped OFDM suffers from a moderate loss in
terms of spectral efficiency for achieving its target of spectral containment. Both
factors affect the loss of spectral efficiency: the required out-of-band attenuation
and the size of the bandwidth fragment (in terms of number of subcarriers). It is
important to note that the imperfections of the analog amplifiers can make appear
not interesting the capability to achieve severe values of out-of-band attenuation; on
the other hand, the possibility to allocate small bandwidth fragments to the machine-
type communications can make appear interesting the case where Nf is particularly
small.

The network scenarios considered in 5G standardization include the extreme
cases. There are use cases where the loss of spectral efficiency related to the use,
with minor changes, of the classical OFDM transceiver can be considered contained
and therefore still acceptable, in the meantime that the technology improvements
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become available. Note however that the time will render less and less attractive
solutions that have their strong advantage in the limited computational complexity;
this is especially true as the available bandwidth is going to become more important.
Such use cases concern the availability of bandwidth fragments assigned to the
transceiver whose size is relatively large and the spectral containment required is
moderate. On the other hand, there are use cases where such conditions are not
satisfied and to maintain the line of time separation requires a significant reduction
of the bit-rate, specified by the parameter �.

The same reasoning applies to the other approaches that fall within the line of
time separation to simplify the standard approach to equalization. In particular,
filtered OFDM [1] follows the same general reasoning already developed for pulse-
shaping OFDM and, therefore, accepts similar losses in spectral efficiency in order
to simply improve the standard OFDM system.

In such an approach, in fact, the final filter with Mf C 1 taps operates on the
sum of the signals transmitted on the different subcarriers by the same user, which
is equivalent to use filtered versions of the rectangular pulse in (1). There are two
main differences:

• the first one lies in the fact that each subcarrier signal is constructed with a
different equivalent pulse;

• the second difference lies in the fact that the transmitted signal is constructed by
properly filtering the sum of the signals generated using the same standard pulse
on each subcarrier; this implies a complexity cost associated with such a final
filtering.

The length of the cyclic prefix introduced before the final filtering has to be
increased from Mp to MfCMp, i.e., the cyclic prefix must be increased by Mf in order

to maintain the line of the time separation. The choice Mf D .M C Mp/
�
1
�
� 1

�

implies that the resulting spectral efficiency can be still expressed as in (10) provided
that the first Mf samples of a time interval overlaps with the final Mf samples of
the previous interval. By selecting (for the FFT processing) the central block of
M samples, not affected by the filtering effects of the transmission filter and of
the multipath channel, the orthogonality of the different pulses is preserved and,
therefore, the classical OFDM receiver can be employed also in filtered OFDM. The
fraction of wasted energy is equal to Mf CMp

MCMf CMp
; the effects of violating the usual

condition Mp � Mh can be alleviated by the fact that the final Mf samples of the
pulse transmitted in the previous time interval (overlapped on the first Mf samples
of the pulse transmitted in the present time interval) exhibits smaller power in
comparison with that of the useful samples; following such a perspective, schemes
resorting to the extreme choice Mp D 0 have been proposed (e.g., [17]) in the
literature in order to reduce the loss in spectral efficiency; this implies the abandon
of the line of time separation and is discussed in the next section. As in pulse-
shaping OFDM, also in filtered OFDM the choice of � has to trade-off (achieving
similar results) the reduction of the spectral efficiency in (10) with the increase of
the filter length Mf , and therefore with the consequent advantage in terms of spectral
containment.
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To complete the scenario followed in the line of time separation, we have to
finally discuss the approach to achieving the spectral containment that makes use
of the coefficients transmitted on the guard subcarriers (consequently, renamed
cancellation subcarriers) in each symbol period as a function of the data symbol
transmitted on the active subcarriers. Such coefficients are usually set to zero;
different algorithms have been proposed to achieve the spectral containment. The
target of large spectral efficiency, as well as the power lost on the guard subcarriers,
should be limited by the small percentage of such subcarriers but this also limits the
degrees of freedom required to achieve spectral containment on a large bandwidth.

The use of cancellation subcarriers does not appear useful to obtain significant
increase of the value of � achieved through pulse-shaping with time separation
because the obtained spectral containment is often important only in limited
bandwidths outside the useful fragment.

The use of cancellation subcarriers can be interesting when we have already
accepted to operate along the line of time separation with reasonable values of �; in
such a case, we can reduce the number of guard and cancellation subcarriers, further
slightly improving the overall spectral efficiency, by paying a limited price in terms
of computational complexity and wasted transmitted power (see, for example, [11]).

3 Frequency Domain FBMC-OQAM

The choice of a basic pulse longer than M is necessary for solving the problem
of the spectral containment, as already discussed in Sect. 2.1. The requirement to
not pay such a solution in terms of spectral efficiency imposes to abandon the line
of the time separation and, therefore, to admit the time overlapping of the signals
associated with the successive symbols transmitted on the same subcarrier (as well
as with those transmitted on the other subcarriers). The resulting transceiver design
has therefore to consider not only the problem of ICI, as already done in the classical
OFDM and in its variants introduced in Sect. 2, but also the problem of ISI, both on
the flat and on the dispersive channel.

On a flat channel the two problems are solved by a careful transceiver design; the
transceiver has also to be adapted in order to operate on a dispersive channel and in
presence of timing and carrier offsets of the signal received by different transmitters.
We first discuss how to design the transceiver on a flat channel, then we discuss its
adaptation to the channel imperfections through proper procedures for equalization
and synchronization.

3.1 Transceiver Design on a Flat Channel

The length of the basic pulse, usually called the prototype filter, is denoted with
KM where K is the overlap parameter; we do not use � to denote it, as done in
Sect. 2.1, because the increase of pulse length does not affect the spectral efficiency.
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Once abandoned the line of the time separation, also the cyclic prefix can be
avoided; however, the pulse length KM should be roughly dimensioned as the length
.M CMp/=� of the pulses considered in Sect. 2.1 in order to obtain the same level
of spectral containment.

On time-dispersive channels, we aim to solve the problem of the spectral contain-
ment without any loss in terms of spectral efficiency; we need to use the designed
prototype filter with an intercarrier spacing of 1=M, which generates interferences
between adjacent subcarriers. The presence of non-negligible secondary lobes in
the spectral shape UM.F/ of the rectangular pulse (1) used in the classical OFDM
system is crucial to guarantee the orthogonality of adjacent subcarriers. Figure 5
shows how the secondary lobes are crucial to make null the real part of the integral
in (3) for nk D "k D 0.

When the secondary lobes can be neglected, the orthogonality does not hold

any more. Let us call gŒn� the prototype filter designed in the interval IK
4D

f�.KM=2 � 1/; : : : ;�1; 0; 1; : : : ;KM=2 � 1g (i.e., gŒn� D 0 for n … IK) in order to
achieve the required spectral containment and assume that the design has imposed
that the filter be real valued and symmetric (i.e, with gŒn� D gŒ�n�). Consequently,
its Fourier transform G.F/ is real and even. The orthogonality between adjacent

subcarriers requires to consider the product Gprod.F/
4D G.F/G.F � 1=M/. If the
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secondary lobes are negligible, the energy of Gprod.F/ is mainly concentrated in the
interval Œ0; 1=M�; moreover, in such interval, the symmetry of G.F/ implies that
Gprod.F/ is symmetric around the point F D 1=.2M/. Consequently, Gprod.F/ can
be reasonably approximated, as far as the secondary lobes are negligible, with the
function Gsymm.F � 1

2M / where:

Gsymm.F/
4D
8
<

:

Gprod.F C 1
2M / jFj 
 1

2M

0 otherwise
: (12)

Consequently, Gsymm.F/ is real and even and, also its inverse Fourier transform
gsymmŒn� is real (and also symmetric). Then, the inverse Fourier of Gprod.F/ can
be written as gsymmŒn�ej2	 1

2M n. The symmetry property imposed on the designed
filter and the spectral containment of the pulse energy within its main lobe implies,
therefore, that the scalar product ri between gŒn � iM=2� and gŒn�ej2	 1

M n can be
written as follows:

ri
4D

C1X

nD�1
g

	
n � i

M

2


 �
gŒn�ej2	 1

M n
�� D

Z 1
2

� 1
2

G.F/G.F � 1=M/e�j2	 i M
2 FdF

'
h
gsymmŒn�ej2	 1

2M n
i

jnD�iM=2
D j�igsymm

	
i
M

2



: (13)

The relation (13) implies that the scalar product between adjacent subcarriers is
purely real for even i and purely imaginary for odd i because we have already shown
that gsymm Œn� is real valued. Therefore, we can still recover the transmitted symbol
provided that a purely imaginary symbol is transmitted on the adjacent interfering
subcarrier for even i and a purely real one for odd i when a purely real symbol is
transmitted on the useful one and, vice versa, a purely real one for even i and a purely
imaginary one for odd i when a purely imaginary symbol is transmitted on the useful
one; here iM=2 represents the misalignment between the pulses transmitted on the
adjacent subcarriers, as shown in the left-hand side of (13). More specifically, the
signal skŒn� transmitted on the k subcarrier is written as follows

skŒn�
4D

C1X

iD�1
jiakŒi�gk

	
n � i

M

2



(14)

where the pulse gk Œn� used for transmissions on the kth subcarrier is defined as
follows:

gkŒn�
4D jkgŒn�ej2	 k

M n (15)

and akŒi� denotes the real-valued symbol transmitted on the kth subcarrier with the
ith time-shifted pulse. Relation (13) implies that the scalar product between the
interfering pulse jiCmgkC1Œn� .iCm/M=2� on the adjacent subcarrier and the useful
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one jigkŒn � iM=2� is purely imaginary. Therefore, the adjacent subcarrier does not
interfere with the detection of the useful symbol akŒi� provided that it is real-valued.

Moreover, the PSD of the signal skŒn� can be written as Pa
M

ˇ
ˇG
�
F � k

M

�ˇˇ2 where Pa
4D

EŒjakŒi��2�; furthermore, the PSDs of the signal transmitted on each subcarrier are
summed when the symbols transmitted on the different subcarriers are assumed to
be uncorrelated.

Let us also note that the basic property used here (i.e., jiri real-valued) does
not hold for relative delays different from iM=2 (see relation (13)); therefore, a
relative timing offset between the signals received on adjacent subcarriers generates
intercarrier interference. This represents a problem when a timing estimation error
is present while, also in an uplink channel that does not use a procedure for timing
alignment among users, no interference is present in practice when the timing offset
of the useful signal is perfectly estimated, provided that a single guard subcarrier
among the different users is introduced.

No ICI problem from non-adjacent subcarriers is present because the secondary
lobes of the designed prototype filter gŒn� are negligible. The spectral separation of
the signals transmitted on non-adjacent subcarriers also implies that the presence
of a relative timing offset and of a relative CFO among different users does not
affect the receiver performance. It is only necessary that the receiver correctly
estimates the timing offset and the CFO of each user; no timing and CFO alignment
procedure among the different users is necessary, which is a crucial advantage when
the number of different users is large.

The signal design in (14) and (15) is also able to solve the ISI problem in
the considered transceiver. In fact, the scalar product between the interfering term
jiCmgkŒn � .iCm/M=2� and the useful pulse jigkŒn � iM=2� is purely imaginary for
odd m; this property straightforwardly follows from the fact that

gkŒn � .iC m/M=2�g�

k Œn � iM=2� D
h
jkgŒn � .iCm/M=2�ej2	 k

M .n�.iCm/M=2/
i

�
h
jkgŒn � iM=2�ej2	 k

M .n�iM=2/
i

�

D gŒn � .iC m/M=2�e�j2	 k
M mM=2gŒn � iM=2� (16)

is real-valued. Such a scalar product, for even m ¤ 0, is equivalent to the scalar
product between the interfering pulse gkŒn � iM=2 � mM� and the useful one
gkŒn � iM=2�, or also between the pulses gkŒn � mM� and gkŒn�. It is well-known
that the interference between the last two pulses is null provided that gkŒn� satisfies
the Nyquist condition, i.e., provided that the following quantity

M�1X

`D0

ˇ̌
ˇ
ˇGk

�
F � `

M

�ˇ̌
ˇ
ˇ

2

D
M�1X

`D0

ˇ̌
ˇ
ˇG
�

F � `

M

�ˇ̌
ˇ
ˇ

2

(17)
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Table 1 Coefficients of the
prototype filter in (18) for
K 2 f2; 3; 4g

K D 2 K D 3 K D 4

G0 D 1 G0 D 1 G0 D 1

G1 D 1=
p
2 G1 D 0:911438 G1 D 0:97196

– G2 D 0:411438 G2 D 1=
p
2

– – G3 D 0:235147

is constant with F; here we have denoted with Gk.�/ and G.�/ the Fourier transform
of gkŒ�� and gŒ��, respectively. The equality in (17), which straightforwardly follows
from the definition (15), implies that the ISI problem for even m can be solved by
introducing a further constraint in the prototype filter design; moreover, it implies
that the transmitted signal is white when all the subcarriers are active. The prototype
filter, therefore, has to be real-valued, symmetric, with the right-hand side of (17)
constant with F, and with secondary lobes sufficiently small, of course.

A method for filter design often employed in the literature determines [4] the
filter according to the following expression:

gŒn� D G0 C 2
K�1X

qD1
Gq cos

�
2	

q

KM
n
�

n 2 IK (18)

and null otherwise. The coefficients optimized to achieve the design requirements
are specified in Table 1; the behavior of the obtained prototype filters is reported in
Fig. 6. We can notice the strong improvement in the spectral selectivity for K D 3

and for K D 4; however, such improvement corresponds to a complexity increase of
the transceiver. We have also to note a poorer spectral containment for K D 2, which
is a cheaper choice from the computational point of view. Therefore, the method
considered in the present section is appropriate when severe spectral containment is
required and we are ready to pay for the corresponding increase of computational
complexity. A better solution for the case K D 2 will be presented in Sect. 4. Let
us also note that the orthogonality condition is only achieved approximately both
because the secondary lobes are approximately null and because the condition (17)
is only approximated. However, large signal-to- interference ratios are achieved with
the considered filters.

3.2 Transmitter Structure

When the transmitted signal can be written as

sŒn�
4D
X

k2A
skŒn� (19)
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Fig. 6 The spectral shape of the different prototype filters proposed in [4] for K 2 f2; 3; 4g

with skŒn� defined in (14) and A denoting the set of the active subcarriers, we can
construct [13] the transmitter using a traditional polyphase structure and the receiver
according to the recently proposed frequency-despreading structure.

The standard structure for the implementation of the FBMC-OQAM transmitter
has been first proposed in [9]; it first separates the overall signal as sŒn� D
sRŒn�C jsI Œn � M=2�, we call aR

i;k the real-valued subsequence of the symbols akŒi�
with halved bit-rate transmitted by the signal sRŒn� and with aI

i;k the real-valued
subsequence of the symbols akŒi� with halved bit-rate transmitted by the signal sIŒn�.
A first part of the structure constructs the signal sRŒn� as follows while the second
part constructs the signal sI Œn�.

The generation of the sequence sRŒn� is equivalent to the generation of the
sequence of M � 1 vectors d.R/i whose kth component d.R/i;k is equal to sRŒiM C k�
for k 2 f0; 1; : : : ;M � 1g. Such a vector can be written [13] as follows:

d.R/i D
C1X

`D�1
b.R/` ˇ gi�` (20)

where ˇ denotes the Hadamard product, the vector gi is defined so that its kth
component is gŒk C iM � KM=2� and b.R/` is the IDFT of the vector with kth
component equal to jkaR

`;k (k D 0; 1; : : : ;M � 1). The finite length property of the
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prototype filter implies that the sum in (20) can be limited to ` 2 fi�KC1; i�KC
2; : : : ; ig. Consequently, (20) can be rewritten as

d.R/i D g0 ˇ b.R/i C g1 ˇ b.R/i�1 C : : :C gK�1 ˇ b.R/i�.K�1/: (21)

The name PPN, often used for the standard structure, is related to the use of the
polyphase components of the prototype filter in (21). Analogously, the vector d.I/i
whose kth (k D 0; 1; : : : ;M � 1) component is equal to sIŒiM C k� can be evaluated
according to the following relation:

d.I/i D g0 ˇ b.I/i C g1 ˇ b.I/i�1 C : : :C gK�1 ˇ b.I/i�.K�1/ (22)

where b.I/` is the IDFT of the vector with kth component equal to jkaI
`;k (k D

0; 1; : : : ;M � 1).

3.3 Receiver Structure

The previously described orthogonality property implies that the optimum receiver
(in the maximum likelihood (ML) sense) in AWGN channel requires to evaluate the
real part of the scalar product between the received signal rŒn� and the useful pulse
jigk

�
n � i M

2

�
in order to estimate akŒi�:

Di
k

4D <
( C1X

nD�1
rŒn�j�ig�

k

	
n � i

M

2


)

D .�1/kK
K�1X

qD�.K�1/
.�1/qKGq<

˚
Ri;kKCqj�i�k

�

(23)
where

riŒn�
4D r

	
nC i

M

2



(24)

and with ri;` the `th component (` D 0; 1; : : : ;KM � 1) of the vector

ri
4D
	

ri

	
�KM

2



; ri

	
�KM

2
C 1



; : : : ; ri

	
KM

2
� 1




(25)

whose DFT has been denoted with Ri. The last equality in (23) follows from
the use of the expression (18) and specifies a simple structure, called frequency-
despreading, for implementing the receiver. The most complex stage lies in the
implementation of the DFT of ri over KM points every M=2 time steps and by the
further M (one for each value of the index k) linear combinations of 2K�1 elements
of the DFT outputs with the same coefficients .�1/qKGq.

In the presence of the normalized carrier frequency offset " on the received signal,
the previous expression can be straightforwardly extended. In fact, in such a case,
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the ML receiver in AWGN channel can be written as

Di
k

4D <
( C1X

nD�1
rŒn�e�j2	 "

M nj�ig�
k

	
n � i

M

2


)

' .�1/kK
K"�1X

qD�.K"�1/
.�1/qK"< ˚G�

q;"Ri;kKCqj�i�k
�
: (26)

The parameters K" and Gq;" are defined by the following approximation, used for
deriving (26):

gŒn�ej2	 "
M n '

K"�1X

qD�.K"�1/
Gq;"e

j2	 q
KM n (27)

and, therefore, MGq;" is the value of G.F/ for F D q�K"
KM . Since it can be

simply evaluated by Dirichlet relation with minor complexity increase [14], the
structure (26) can easily compensate in the frequency domain the CFO of the
received signal. The complexity increase is usually very small since the value K"
is much close to K because the spectral containment of the prototype filter makes
negligible the increase K" � K necessary to achieve a reasonable approximation
in (27).

The proposed scheme exhibits an increase in terms of computational complexity
with respect to the classical OFDM. In fact, the main computational weight is
given by the DFT stage. In the transmitter, implemented according to the polyphase
structure, we need an FFT over M points to be performed with a rate 2=M, i.e., once
every M=2 samples. This requires to roughly double the complexity of the OFDM
transceiver where an FFT over M points is required every M C Mp samples. The
receiver, implemented according to the frequency-despreading structure, roughly
requires to calculate an FFT over KM samples with rate 2=M and, therefore,
exhibits a complexity increase roughly quantified by the factor 2K; we could simply
spend only a factor 2 of receiver complexity increase by resorting to the polyphase
structure also at the receiver.

When the complexity counting includes also the computational complexity
required for frequency-domain CFO compensation, the complexity-increase factor
becomes smaller because classical OFDM (and polyphase receiver for FBMC-
OQAM) is not able to perform it with the same efficiency [5, 14]. This becomes
particularly important when the receiver has to operate with signals transmitted by
different users, each with its own value of CFO. While, in the case of the single
user transmitting over all the subcarriers, the upper-bound for an inefficient CFO
compensation in the classical OFDM system is the complexity doubling required
by the time-domain CFO compensation, when the number of users becomes larger,
such upper bound can become much larger than the complexity of the proposed
structure. A detailed comparison of the computational complexity of the classical
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OFDM receiver including CFO compensation procedures and that of the frequency-
despreading structure is not available yet; however, the traditional conclusion
of a complexity-increase factor equal to 2K (of the proposed FBMC-OQAM in
comparison to classical OFDM system), which is certainly a good approximation
when the complexity of the CFO compensation is not included in the counting,
seems much far from the practice, especially when a large number of different users
is considered at the receiver. An important reduction of the complexity-increase
factor is further encountered when the procedures for timing and CFO alignment
among the different users in an uplink scenario, only needed in the classical OFDM
system but not in the FBMC-OQAM system, are included in the counting. For such
a reason, we do not consider the complexity increase a significant reason to not
adopt the FBMC-OQAM system.

3.4 Equalization Stage

The equivalent channel is usually modeled as a linear filter with impulse response
hcŒn�, assumed not null in the interval Œ0; 1; : : : ;Mh�; then, the received signal rhŒn�
can be written as

rhŒn� D
MhX

`D0
hcŒ`�sŒn � `� (28)

where sŒn� is specified in (19). The multipath channel introduces new delayed
versions of the useful transmitted signal; consequently, new delayed versions of
the interfering signals, whose delay (once set to zero the delay of the useful
component) is not multiple of M=2, are now present at the receiver and affect the
basic transceiver considered in the previous stage; therefore, the receiver needs a
proper equalization stage.

The equalization stage is present also in the classical OFDM receiver; however,
the presence of cyclic prefix much simplifies its design: a single-tap equalizer per
each FFT output is sufficient for implementing the optimum equalizer. In fact, the
main purpose of introducing the cyclic prefix at the transmitter is the simplification
of the equalizer stage at the receiver.

The abandon of the line of the time separation makes appear insufficient
the simple single-tap equalization stage. Nevertheless, the standard solution for
equalization stage in FBMC-OQAM closely resembles the equalization stage in
OFDM; in fact, the receiver structure (26) is usually modified by replacing the
FFT output Ri;m with Ri;mcm, i.e., a single-tap equalizer is commonly used at the
receiver output; the design of the coefficient cm can follow a zero-forcing approach
or an MMSE approach. When we follow a zero-forcing approach, the coefficient
cm is set as H�1

c .m=.KM// where Hc.F/ is the Fourier transform of the channel
impulse response. As already done with reference to the previously considered CFO
compensation stage, here we are neglecting the effect of the estimation error.
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It is well known in the literature (e.g., see [13]) that the single-tap equalizer is
only an approximate solution, i.e., the receiver equipped with such an equalizer stage
shows a performance loss with respect to that achieved on the flat channel, with the
same fading statistics, unless the value of M is sufficiently large. Determining the
value of M for which such approximate solution shows limited performance loss is
often neglected in the literature; however, it is usually considered that the use of the
single-tap structure as equalization stage of the FBMC-OQAM receiver provides
minor performance loss only if M is sufficiently large. In other terms, there may be
values of M for which it makes sense to consider alternative structures.

An interesting equalizer structure suited to the considered receiver scenario
where an FFT bank is already present at the receiver is the frequency-domain
implementation of a linear equalizer [10]. Such a linear equalizer can be designed
by zero-forcing approach; then, its form can be written as H�1

c .F/ when we resort
to the zero-forcing design but we can also use a different expression provided that
the noise power (or better the noise PSD) has been correctly estimated.

Since the output of such a linear equalizer represents the input of the receiver

structure described in (26), we need its output values QrŒn� in the interval Ii
4D f.i �

K/M=2; : : : ; .iCK/M=2�1g in order to be able to construct the vector ri in (25) and
evaluate its DFT Ri. When the equalization stage is perfect, the useful component
of QrŒn� coincides with sŒn� while the noise may be amplified in correspondence of
the weaker subcarriers.

To evaluate the output samples of the signal QrŒn� in the interval Ii, we need to

extract from the received signal rhŒn� the samples in the interval Ii
4D f.i�K/M=2�

nc; : : : ; .i C K/M=2 � 1 C nag. Such an interval includes (in its central part) the
interval Ii and is extended using nc samples on the left side and na samples on the

right side. We denote its length with KM
4D KMCncCna and, consequently, define

the input signal r.i/h Œn� as follows:

r.i/h Œn� D
8
<

:

rhŒn� n 2 Ii

0 n … Ii

: (29)

Let us assume that we design the linear filter according to the zero-forcing criterion
as the filter with impulse response H�1

c .F/ evaluated as follows:

H�1
c .F/ '

McX

nD�Ma

hinvŒn�e
�j2	nF (30)

where Mc denotes the causal memory and Ma the anticausal memory of the inverse
filter to be implemented with impulse response hinvŒn�. Since the channel is modeled
as an FIR filter, its inverse will have an infinite length; we assume that the length
of the memories Ma and Mc is sufficient to reasonably neglect the unavoidable
differences between the FIR structure and the actual IIR structure so that the
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equality holds for any F with good approximation. Note that the values of Ma

and Mc mainly depend on the zeros of the channel closest to the unit circle on
the internal and external side, respectively. Once accepted that we are trying to
implement a noncausal filter with finite memory specified in (30), we first consider
the implementation of the causal FIR filter with impulse response hinvŒn�Ma�, whose
output can be therefore written as QrŒn �Ma�. To evaluate such an output, let us first
collect the nonnull values of the signal r.i/h Œn� in the vector ri of length KM and let

us define the vector h.a/inv
4D hinv ˇ w of the same size where the `th component

(` D 0; 1; : : : ;KM � 1) of hinv is equal to the Fourier transform of hinvŒn� (i.e.,
H�1

c .F/) and the `th component of the vector w is equal to e�j2	MaF , in both cases
for F D `=.KM/. Consequently, it is well known that the vectorerw

i of the same size
defined as follows:

erw
i D IDFT

h
DFT Œri�ˇ h.a/inv

i
D IDFT

h
DFT Œri�ˇ hinv ˇ w

i
(31)

is such that its `th component Qrw
i;` is equal to

Qrw
i;` D QrŒn �Ma�jnD.i�K/M=2�ncC` ` � Ma CMc (32)

with obviously ` 
 KM � 1; the number of points of the DFT and IDFT in (31) is
equal to KM. Moreover, the vector

eri D IDFT
h
DFT Œri�ˇ hinv

i
(33)

is the circularly shifted version of Qrw
i;` of Ma samples on the left. Therefore, its `th

component satisfies the following relation:

Qri;modKM.`�Ma/ D Qrw
i;` D QrŒ.i � K/M=2 � nc C ` �Ma� ` � Ma CMc (34)

or, equivalently,

Qri;`�Ma D QrŒ.i � K/M=2� nc C ` �Ma� ` � Ma CMc (35)

and, also,

Qri;` D QrŒ.i � K/M=2� nc C `�; Mc 
 ` 
 KM � 1 �Ma: (36)

The relation (36) shows that we can extract the desired values of QrŒn� for n 2 Ii,
provided that nc � Mc and na � Ma. In such a case, the desired vector of length KM
is obtained from the values of Qri;` from ` D nc to ` D nc C KM � 1. Therefore, the
frequency domain equalizer (FDE) requires

• to select a block of length KM samples of the received signal, centered on the
sample iM=2;
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• to further increase its length by including at least Mc samples on the left of the
block and Ma samples at its right side, so determining the vector ri of length KM;

• to determine the vectoreri according to (33); here, we use the channel response
since the `th component of hinv is equal to H�1

c .F/ for F D `=.KM/;
• to extract from it the central part constituted by the desired KM components

starting from the component with index nc.

The choice of the parameters nc and na is critical because they have to be larger
than Mc and Ma, which depend on the specific channel realization; therefore, they
have to be chosen sufficiently larger than the values usually encountered in practice;
moreover, we have to consider that the value KM should be chosen to be a power
of two. For example, one could choose K D 3 and nc D na D M=2 or one could
choose K D 2 and nc D na D M or, also, when K D 1, nc D na D M=2.

The increase of the computational complexity is due to the DFT and IDFT stages
described in (33), whose size is also slightly larger than the DFT already present
in the receiver. Therefore, the considered receiver structure with its computational
cost could be also used in the classical OFDM system to avoid the loss of spectral
efficiency due to the cyclic prefix, as well as with reference to the transceiver
described in the next section. In fact, it operates on the received signal trying
to restore the transmitted signal independently of the transmitter and the receiver
structure.

An adaptive behavior of such equalizer could allow to reduce the computational
complexity of the structure. In fact, as soon as the channel impulse response is
estimated, the values of Mc and Ma needed to satisfy (30) can be evaluated and
the FFT and IFFT size KM modified accordingly; this would minimize the number
of FFT (and IFFT) points required in correspondence of each channel realization.

The selected vector represents the input of the standard receiver structure, called
ri in (25); therefore, we have to perform again the DFT of the KM vector with
the selected components. Therefore, we have a series of three stages, first the DFT
in (31), then the IFDT in (31), and finally the DFT in the standard receiver. The first
two stages are over KM points while the last one is over KM points. In the special
case where the number of points of the longer DFT is the double of the shorter
one, we can perform also the IDFT on the shorter number of points provided that
a few further processing is included. In particular, let us denote with N the shorter
length and assume that the central part of the IDFT has to be extracted and processed
according to the DFT; in such a case, we should calculate the following quantities

yŒn� D
2N�1X

kD0
Xkej2	 k

2N n Yk D 1

N

3N=2�1X

nDN=2

yŒn�e�j2	 k
N .n�N=2/ (37)

where Xk represents the kth component of the IDFT input while Yk can be also
expressed as
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Yk D .�1/kX2k

N
C j

N

N�1X

nD0

2

4
N�1X

qD0
.�1/qX2qC1ej2	 q

N n

3

5 ej	 n
N e�j2	 k

N n: (38)

Therefore, also the IDFT can be performed over N points. In such a case, we pass
from a single FFT over N points usually employed with single-tap equalizer to
an FFT over 2N followed by an IFFT and an FFT over N points; the complexity-
increase factor due to the equalization stage is therefore roughly equal to 4.

4 FBMC-PAM

The good spectral behavior of the prototype filter designed in (18) for K D 4

motivated its frequent use in various contributions appeared in the literature.
However, the choice K D 3 is particularly interesting when the choice K D 4

is sufficient for the equalization stage. The choice K D 4, instead, is not much
suited to the considered equalization stage when the FFT length is imposed to be a
power of two; in fact, the choice K D 8 would become mandatory, with negative
effects on the transceiver latency. Let us note that the transceiver latency is given
by KM � nc D KM C na plus the time interval needed to implement the receiver
processing; it is true that pulse lengths longer than M are needed to achieve the
spectral containment but the further length introduced for the specific purpose of
FBMC-OQAM implementation represents a contribution to the network latency that
could be avoided; for such a reason, the choice K D 8 should be avoided. Obviously,
we can also employ a receiver structure where KM is not a power of two to maintain
the transceiver latency at its minimum possible value. Also the choice K D 4 with
single-tap equalizer is often employed in the literature and may represent a good
compromise.

In order to decrease the network latency, the choice K D 2 is particularly
interesting; however, as shown in Fig. 6, the spectral behavior of the prototype filter
obtained in (18) for the case K D 2 is particularly poor, and this can give problems
in many practical applications since many properties of the FBMC-OQAM system
are related to the significant spectral containment of the desired filter. For such a
reason, we consider a different multicarrier system, the FBMC-PAM [15], able of
improving the spectral containment of the FBMC-OQAM system when the choice
K D 2 is adopted.

Let us consider the following extension

TcŒk; n�
4D sin

	
	

2M

�
nC 1

2

�

exp

	
j
	

M

�
kC 1

2

��
nC 1

2
C M

2

�

(39)

of the kth real-valued modulated lapped transform TŒk; n� D <fTcŒk; n�g introduced
by Malvar in its seminal contribution [12]. The transform in (39), which is defined
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for k; n 2 K2M
4D f0; 1; : : : ; 2M � 1g and is assumed null otherwise, can be used to

transmit 2M real data symbols at rate 1=M. The transmitted signal is

sŒn� D
2M�1X

kD0
skŒn� skŒn� D

C1X

iD�1
akŒi�TcŒk; n � iM�: (40)

When the data symbols are statistically independent with zero-mean and variance
Pa, it can be shown [15] that sŒn� is wide-sense stationary and white while the PSD
Sk.F/ of the signal skŒn� transmitted on the kth subcarrier is

Sk.F/ D Pa

M

ˇ
ˇ
ˇ̌
ˇ
ˇ
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� 	
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�
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ˇ
ˇ
ˇ̌
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ˇ

2

: (41)

The study of Sk.F/ is useful when not all the subcarriers are active; it is centered

around Fk
4D kC1=2

2M and is practically separated from SkC2.F/ and Sk�2.F/ as
shown in Fig. 7, which reports the behavior of S0.F/, S1.F/, and S2.F/ under the
assumption that these PSDs at the central frequency are unit. Moreover, the property
of orthogonality of the Malvar transform guarantees (see [15] for the details) that
the signals transmitted on adjacent subcarriers do not interfere. Therefore, subcarrier
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Fig. 7 PSDs of the signal sk Œn� for k D 0, k D 1, and k D 2



New Multicarrier Modulations for 5G 191

0 5 10 15 20
−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

0

M F

PS
D

FBMC−PAM
OFDM CP=M/8

Fig. 8 PSD in dB of the transmitted signal at the edge of the spectral bandwidth (FBMC-PAM).
The PSD of the classical OFDM signal with the cyclic prefix Mp D M=8 is inserted for comparison

spacing is set to 1=.2M/ and the subcarriers are used by the 2M real data symbols
to be transmitted in a multicarrier symbol period. For such a reason, the transceiver
is called FBMC-PAM. Figure 8, which reports the PSD of the transmitted signal
at the edge of the spectral bandwidth, shows that the achieved levels of spectral
containment are similar to those obtained by the signals considered in Figs. 3 and 4;
in particular, if the out-of-band attenuation is set to �40 dB, a guard band equal
to 2 � 3=M is sufficient. Therefore, FBMC-PAM spectral efficiency is expressed
by (10) with � D 1 and Mp D 0.

When the signal sŒn� is transmitted on a flat AWGN channel with channel gain
˛ and rŒn� denotes the received signal, the ML receiver of the symbol akŒi� can be
written as

<
(
1

˛M

2M�1X

nD0
rŒiM C n� sin

�
	

2M

�
nC 1

2

��
e�j 	M .kC 1

2 /.nC 1
2C M

2 /

)

(42)

provided that no synchronization error is present and the data symbols are statisti-
cally independent. The proof, which is provided in [15], is based on the properties
of the Malvar transform.
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4.1 Efficient Transceiver Implementation

Transceiver implementation represents a crucial system issue. The structures
in (39) for the transmitter side and in (42) for the receiver side represent a
basic step: they are mainly useful for understanding the behavior of the proposed
transceiver but they are not an effective implementation tool. For implementation
purposes, it is important to verify, as proved in [15], that efficient transceiver
structures can be obtained. In particular, at the transmitter side, the ith block
ŒsŒiM�; sŒiM C 1�; : : : ; sŒiM C 2M � 1�� of the FBMC-PAM signal in (40) is the
IFFT of the vector whose components, for k 2 K2M , are

.1 � j/
h
� Ti Œmod2MŒk � 1�� � Ti Œk�

i
(43)

with

TiŒk�
4D � kjk

akŒi�

2
p
2

�
4D exp

�
j
	

2M

�
: (44)

The structure is named [15] frequency-spreading transmitter. Also an efficient
receiver structure can be derived; more specifically, at the receiver side, the decision
variable in (42) can be obtained as the real part of DkŒi� defined as follows:

DkŒi� D .1C j/j�k

2
p
2˛

h
��.kC1/RiŒmod2MŒkC 1�� � ��k RiŒk�

i
(45)

where RiŒk� represents the DFT of rŒiM C n�:

RiŒk�
4D 1

2M

2M�1X

nD0
riŒn�e

�j 2	2M nk riŒn�
4D rŒiM C n� n D 0; 1; : : : ; 2M � 1:

(46)

Such a structure is named frequency-despreading; its implementation complexity is
sufficiently small so that the proposed system appears a good compromise between
the spectral containment described by Fig. 7 and the computational increase.

Let us observe that the obtained expression (45) for the decision variable in (42)
in terms of the FFT of the vector riŒn� in (46) suggests that frequency domain
equalization can be performed by exploiting the FFT of the channel impulse
response. Moreover, it also suggests that a CFO compensation procedure analogous
to that introduced with reference to FBMC-OQAM can be implemented.

For illustration, the block diagram of the corresponding multicarrier receiver is
shown in Fig. 9.
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Fig. 9 Efficient implementation of the FBMC-PAM receiver

4.2 Evaluating the Computational Complexity

The computational complexity of the transceiver structure in (44) and (45) has been
evaluated in [15]. The total number of real-valued flops (per discrete-time sample)
required by the transmitter in (43) can be approximately written as

8 log.M/C 20: (47)

Moreover, the total number of real-valued flops (per discrete-time sample) required
by the receiver in (45) can be approximately written as

8 log.M/C 28: (48)

In the case of the transmitter for classical OFDM the number of real-valued flops
per discrete-time sample can be approximately written as follows:

4 log.M/: (49)

The same expression approximately represents the complexity of the receiver with
the single-tap equalizer for classical OFDM. We can therefore verify that the
proposed system has a computational complexity more than double than that of
the classical OFDM system.

Further improvements of the transmitter structure can be achieved by using a
slightly modified structure proposed in [15]; in such a case, it can be shown that
the complexity-reduction factor is around 35% in comparison with that of the
implementation structure in (43) and (44). This makes appear practically negligible
the increase of the implementation complexity at the transmitter of the proposed
structure (in comparison with the classical OFDM system). The comparison with the
complexity of the FBMC-OQAM system with K D 2 has to take into account that
such a system needs to perform a DFT of the same size at a double rate. Therefore,
the complexity of the FBMC-OQAM with K D 2 is double than that of the FBMC-
PAM here considered.
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4.3 Further Stages of the FBMC-PAM Transceiver

Analogously to the FBMC-OQAM transceiver, the FBMC-PAM transceiver needs
to be equipped with a stage for CFO compensation and with a stage for channel
equalization at the receiver side. We do not discuss in detail such stages since
they can be implemented following the lines discussed in Sect. 3. In particular, it
is reasonable that the CFO compensation procedure described in Sect. 3.3 can be
extended to the FBMC-PAM receiver by following an analogous derivation. Conse-
quently, we can assume that, unlike the classical OFDM system, the FBMC-PAM
can compensate the CFO at the receiver with marginal increase of its computational
complexity. This implies that the doubling of the required complexity discussed in
the previous section can become much more limited when the procedure for CFO
compensation is taken into account.

The equalization stage can be easily implemented by adopting the FDE described
in Sect. 3.4; in fact, we have already discussed its independence of the specific
used transceiver. In particular, in the considered receiver, we need to extract a filter
output block of length N D 2M, as the central part of the extended block of length
KM; here a reasonable choice is nc D na D M which corresponds to the choice
KM D 4M; the resulting transceiver latency amounts to KM � nc D 3M. In such
a case the computational cost of the equalization stage is given by an FFT over 4M
points, an IFFT over 2M points according to (38), and, finally, the complex-valued
multiplications for H�1

c .�/ and for the term ej	 n
N in (38). The number of real-valued

flops per each discrete-time sample can be written as:

16 log.4M/ � 24C 8 log.2M/� 12C 12 D 24 log.M/C 16: (50)

If we add such value to the receiver complexity in (48) we arrive at about 32 log.M/,
which is eight times larger than the complexity of the classical OFDM receiver
reported in (49).

5 CP-Less OFDM and Compatibility

The perfect reconstruction property obtained with the sine filter in the previous
section can be extended to other kinds of filters and, particularly, a square filter
having M non-zero coefficients equal to unit. Then, the emitted symbols no longer
overlap, as in OFDM. Since there is no cyclic prefix, frequency domain equalization
is critical and the performance of the scheme is linked to the size of the FFT window
employed in the receiver.

The operation of the equalizer is illustrated in Fig. 10. A sequence of symbols
generated by the transmitter is applied to the channel and, in the receiver, symbol i
has to be restored. The length of the FFT window is 2M, the length of the channel
impulse response is denoted with Mh, the length of the non-negligible causal part
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Fig. 10 Frequency domain equalizer operation in CP-less OFDM: the transmitted signal sŒn� is
a sequence of symbol intervals of length M, not separated by a cyclic prefix. The received signal
rhŒn� is the output of the linear convolution where Mh is the channel memory. The error term in
the equalizer input is due to the difference between the linear and the circular convolution and has
length Mh. The intervals named causal interference of length Mh C Mc and anticausal interference
of length Ma represent the samples of the equalizer output QrŒn� affected by the error at the equalizer
input

of its inverse is denoted with Mc, and, finally, the length of the non-negligible
anticausal part of the channel inverse is denoted with Ma. At the receiver input,
the samples of the symbol of interest i are spread over M CMh samples. Then, the
equalizer restores symbol i in its proper length as well as the sections of the adjacent
symbols which falls in the FFT window. However, due to the circular property of
the FFT, an error signal of length Mh is present at the equalizer input: it is the sum
of the missing samples of symbol i C 1 and the overlapping samples of symbol
i � 1. Then, the circular convolution of this error signal with the inverse channel
impulse response generates a causal interference signal of length Mh CMc and an
anticausal signal of length Ma; both the interference samples should not overlap
with the desired symbol.

If the desired symbol is positioned in the middle of the FFT window, the
condition for perfect restoration of the signal is

Mh CMc < .K � 1/M=2; Ma < .K � 1/M=2: (51)

In fact, the optimal position for the desired symbol is determined by the channel.
A wireless transmission channel can be of the line-of-sight (LOS) type or non
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line-of-sight (NLOS). Moreover, some residual timing offset may be added.
Therefore, the error signal can occur at both ends of the FFT window and, in
such conditions, it is reasonable to center the desired symbol.

Condition (51) clearly shows that the inverse channel impulse response has a
critical impact on the performance of the system. If necessary, the oversize factor K
can be increased but at the cost of more computational complexity and processing
delay. In practice, K is mostly limited to 2, 3 or 5, with delays 1:5M, 2M and
3M respectively, and some performance degradation will have to be tolerated for
large Ma and Mc values. An important observation is that the error signal in Fig. 10
disappears when symbols i�1, i and iC1 are identical. This can be used for channel
identification with the help of a preamble. The main reason for using CP-less OFDM
instead of the classical OFDM is that the scheme is robust to timing offsets, as shown
in the next section, and, therefore, it is appropriate for asynchronous access.

6 Simulation Results and Comparison

The objective of the simulations is to compare the above techniques in a scenario
where all the multicarrier systems can operate, but with CP-OFDM as the reference.
Therefore, we are considering a scenario where the OFDM system is working with
optimum performance and minimal receiver complexity and transceiver latency
while we are interested to evaluate the loss of the alternative systems in terms
of computational complexity, transceiver latency, and FDE equalizer performance
needed to achieve the improvement in terms of spectral efficiency. In particular, we
are interested in determining the values of nc D na needed to achieve a satisfactory
performance in the case K D 2 because we are interested to limit the transceiver
latency.

The main settings of our experiments follow:

• we have set the parameter M D 256; note that the subcarrier spacing is equal to
1=M in OFDM and FBMC-OQAM systems and 1=.2M/ in FBMC-PAM;

• we have set the prototype filter for the FBMC-OQAM system according to (18)
with K D 2;

• we have used as channel model the ITU-R vehicular B [16] where the different
paths have the following discrete delays Œ0 1 25 36 48 56� and the following
rms amplitudes Œ0:75 1 0:23 0:316 0:055 0:16�;

• we have set the percentage of active subcarriers in OFDM, FBMC-OQAM,
and FBMC-PAM transceivers as 82, 89, and 89% of the overall number of
subcarriers, respectively. Taking into account also the presence of the cyclic
prefix in the OFDM system (we have set Mp D M=4), the ratio between the
FBMC spectral efficiency and the OFDM spectral efficiency is equal to 1:36;

• the BER is obtained by averaging over all the active sub-carriers of a given
multicarrier symbol and over 104 independent channel realizations;
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• we have used the single-tap equalizer for OFDM and for FBMC-OQAM transcei-
ver equipped with the standard polyphase receiver while we have used the FDE
structure described in Sect. 3.4 with different values of nc D na for the FBMC-
PAM and for the CP-less OFDM. More specifically, we have denoted the different
solutions under test as follows:

– one-tap-FBMC-2M: the FBMC-OQAM system with K D 2, using the
standard polyphase receiver and the single-tap equalizer;

– FS-FBMC-2M: the FBMC-OQAM system with K D 2, using the frequency-
despreading receiver and the single-tap equalizer;

– OFDM-CP=0: the CP-less OFDM system using the single-tap equalizer;
– FBMC-PAM-2M: the FBMC-PAM system using the single-tap equalizer;
– OFDM-3M: the CP-less OFDM system using the FDE with nc D na D M;
– FBMC-PAM-2M-4M: the FBMC-PAM using the FDE with nc D na D M;
– OFDM-5M: the CP-less OFDM system using the FDE with nc D na D 2M;
– OFDM CP=M/4: the classical OFDM system with cyclic prefix Mp D 64 D

M=4 > Mh D 56 using the single-tap equalizer.

Figure 11 shows the performance of the considered systems when the
4QAM/2PAM symbol constellation is used. The first obvious result that can be
noted from the figure is that the CP-less OFDM cannot work with the simple single-
tap equalizer; the other solutions using the single-tap equalizer provide performance
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Fig. 11 Performance of the different systems under test in the considered scenario when the
4QAM/2PAM symbol constellation is used
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much similar among them, except for the solution with polyphase structure, with
slightly worse performance. Such solutions exhibit significant performance loss
in comparison with the classical OFDM when Eb=N0 becomes larger than 15 dB.
The solutions using the FDE structures exhibit the best performance; among them,
the CP-less OFDM exhibits the same performance of the FBMC-PAM only when
the same transceiver latency is accepted (in fact, the solution “OFDM-5M” uses
na D 2M so arriving at a total transceiver latency of 3M, which is the same
latency of the solution “FBMC-PAM-2M-4M”) while the solution “OFDM-3M”
with minor latency also exhibits worse performance. It is interesting to note that
the choice na D M is sufficient to achieve good performance for the FBMC-PAM
structure; in practice, it shows significant performance loss in comparison with
the OFDM system, which is transmitting at a minor rate on the same bandwidth,
only when Eb=N0 > 20 dB. Analogous results are shown in Fig. 12: the use of the
64QAM/8PAM constellation makes notice more clearly the differences among the
different structures. We can observe in particular that the polyphase structure of
the FBMC-OQAM receiver with single-tap equalizer is much worse than the other
structures using the single-tap equalizer. Moreover, the performance of the CP-less
OFDM receiver with na D M is similar to that achieved by the single-tap structures
while also the choice na D 2M pays about 4 dB in terms of Eb=N0 in comparison
with the classical OFDM when the required BER is set to 10�2.
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Fig. 12 Performance of the different systems under test in the considered scenario when the
64QAM/8PAM symbol constellation is used
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Fig. 13 Performance of the different systems under test as a function of the CFO with Eb=N0 D
20 dB and using a 64QAM/8PAM constellation

Finally, note that practically no loss in terms of Eb=N0 is payed by the FBMC-
PAM-2M-4M solution for a target BER of 10�2. Therefore, such solution, which
starts to pay a performance loss in comparison with the classical OFDM system only
for Eb=N0 > 22 dB, is able to gain its spectral-efficiency advantage in comparison
with the classical OFDM system by paying with a factor three in terms of transceiver
latency and with a factor eight in terms of computational complexity.

The considered complexity comparison does not take into account the cost of
the CFO compensation procedure and the cost of the procedures for timing and
CFO alignment among the different users, also because the procedures for CFO
compensation to be employed in FBMC-PAM systems have not been defined yet
in their details. However, we have used a general less efficient procedure described
in [5] for the CFO compensation. We have reported in Fig. 13 the results of the
simulation experiments (carried out for Eb=N0 D 20 dB and using a 64QAM/8PAM
constellation) aimed at verifying the effect of an uncompensated CFO on the
most important of the considered solutions but also the performance achieved
by applying to FBMC-PAM the CFO compensation procedure described in [5].
We denote with “FBMC-PAM-2M-c” the perfectly compensated structure with an
heavy computational requirement and with “FBMC-PAM-2M-cB” the structure
employing B coefficients for the compensation procedure. We can notice that all
the solutions analyzed in Fig. 13 are sensitive to the uncompensated CFO but,
however, a few coefficients are sufficient for CFO compensation in the FBMC-PAM
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Fig. 14 Performance of the different systems under test as a function of the residual timing offset
(RTO) with Eb=N0 D 20 dB and using a 4QAM/2PAM constellation

system. When a procedure analogous to that described in (26) for FBMC-OQAM
will be available, the increase of the computational complexity in comparison with
OFDM systems will become smaller; the results show that there is space for such
improvement in CFO compensation for FBMC-PAM systems which is able to
converge also with a minor number of coefficients.

Finally, we have analyzed the effect of a timing offset on the received signal. We
have considered that the residual timing offset is estimated after that the receiver
FFT has been performed and we analyzed the performance of the different methods
for frequency-domain timing-offset compensation. The results of the experiment
carried out by setting Eb=N0 D 20 dB and using a 4QAM/2PAM constellation,
reported in Fig. 14, confirm an obvious result: the single-tap equalizer structures
cannot compensate the residual timing offset while those employing the FDE can
compensate almost perfectly and without significantly increasing their computa-
tional complexity. It is worth noting that, among the solutions employing single-tap
equalizer, the FBMC-OQAM and the FBMC-PAM exhibit a minor performance
loss due to imperfections in timing-offset compensation. Moreover, the results of
the experiment carried using the 64QAM/8PAM constellation, reported in Fig. 15,
confirm the previous results and show that the advantage of the structures using the
FDE is also larger.
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Fig. 15 Performance of the different systems under test as a function of the residual timing offset
(RTO) with Eb=N0 D 20 dB and using a 64QAM/8PAM constellation

7 Conclusions

Some evolutions of OFDM, particularly per-user filtering and pulse shaping, lead
to significant improvements in spectral separation, with moderate loss in spectral
efficiency and limited increase in complexity. Although asynchronous access may
remain an issue with these techniques, they are likely to be strong candidates for
5G standardization. A different perspective, which can be complementary, has been
proposed above, with different trade-offs in terms of performance and complexity.
It aims at maximum spectral efficiency, with adjustable performance in spectral
separation and transmission characteristics. The principle is to use filter banks with
frequency domain processing, exploiting the FFT. Of the two approaches presented,
namely FBMC-OQAM and FBMC-PAM, the latter seems particularly appropriate
to meet the objectives of 5G in terms of spectral separation, limited latency
increase with respect to CP-OFDM and asynchronous access capability. In the
baseline option, the increase in computational complexity is limited. If necessary,
the equalizer performance can be enhanced, at the cost of more computations in
the receiver, as well as more processing delay. Overall, the FBMC approach, and
particularly the FBMC-PAM technique, is likely to be another strong candidate for
5G standardization.
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Fundamentals of Faster-than-Nyquist Signaling

Angelos D. Liveris and Costas N. Georghiades

Abstract This chapter presents the fundamentals of Faster-than- Nyquist (FTN)
signaling. As originally introduced, FTN increases the bit-rate in the signaling
bandwidth by packing symbols closer in time, at the cost of introducing intersymbol
interference (ISI). We begin with the Euclidean distance properties of bandwidth
efficient pulses at FTN rates and describe receivers that mitigate the severe ISI. The
FTN achievable information rate is compared with the Nyquist information rate
for practical pulses. We then discuss FTN extension to multicarrier systems with
not only time packing but also subcarrier, optimizing both the time and frequency
packing.

1 Introduction

The basic idea behind Faster-than-Nyquist signaling is based on challenging the
time orthogonality assumption in a typical single carrier system shown in Fig. 1 for
the binary case. In such a system the transmit signal is

sa.t/ D
X

k

akg.t � k�/; (1)

where a D Œak� is the sequence of transmitted pulse-amplitude modulation (PAM)
symbols and g.t/ is the transmit pulse shaping filter. The transmit signal is then
passed through the channel, such as an additive white Gaussian noise (AWGN)
channel considered here with zero-mean noise n.t/ and power-spectral density N0=2.
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Fig. 1 Single carrier communication system for binary faster-than-Nyquist signaling

The received signal r.t/ is first passed through a receive matched filter g�.�t/,
resulting in the output signal

y.t/ D
X

k

akx.t � k�/C n0.t/; (2)

where x.t/ D g.t/  g�.�t/ and n0.t/ is the filtered noise with autocorrelation
Rn0n0.�t/ D x.�t/N0=2. The matched filter output signal y.t/ is then sampled at
the signaling rate 1=�

y.n�/ D
X

k

ak x ..n � k/�/C n0.n�/: (3)

To limit the bandwidth occupied by the transmit signal, a limited bandwidth
transmit filter g.t/ is used. The ideal filter is the sinc filter with a strictly bandlimited,
square pulse shaped frequency response. This results in the end-to-end response
being a sinc pulse, i.e.,

x.t/ D Es sinc
� t

T

�
D Es

sin.	t=T/

	t=T
; (4)

where assuming baseband transmission W D 1=2T is the bandwidth it occupies. Es

is the average PAM symbol energy.
If we use the ideal sinc pulse and the successive signal pulses are transmitted at

T D � , then the matched filter output samples become

y.nT/ D an x .0/C n0.nT/; (5)

i.e., each sample only depends on a single transmitted symbol and the noise samples
become independent, significantly simplifying the PAM symbol detection process.
This is the Nyquist constraint or time orthogonality principle and the 1=T signaling
rate is called the Nyquist rate.

To improve bandwidth efficiency, we could signal faster with � < T so that
the signal bandwidth, e.g., using the sinc pulse, does not change, but more PAM
symbols are transmitted in the same time as shown in Fig. 2. In this case the matched
filter output samples in (3) will include interference from the other symbols in the
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Sequence of five sinc pulses at faster−than−Nyquist rate τ/T=0.75

Fig. 2 Sequence of sinc pulses at the Nyquist rate (top) and at the faster-than-Nyquist rate �=T D
0:75 (bottom). The values of each pulse at the sampling instants is also shown in both cases

sequence as the Nyquist constraint no longer holds as the sampling instants in Fig. 2
no longer correspond to the zero crossings of the neighboring pulses.

Surprisingly, with the ideal sinc pulses Mazo [1] was the first to realize that
the minimum Euclidean distance between binary sequences transmitted at a rate up
to 25 % higher than Nyquist was the same as the minimum distance of sequences
transmitted at the Nyquist rate. This minimum distance limit is referred to as the
Mazo limit in the FTN literature.

Since the minimum Euclidean distance between sequences referred to maximum
likelihood detection and the intersymbol interference (ISI) between symbols when
signaling faster than the Nyquist rate was severe, theoretically infinite for the sinc
pulse, achieving the promised minimum distance gains meant significant receiver
complexity. Given that at about the same time the Viterbi algorithm was just being
introduced for ISI receivers [2, 3], it seemed unrealistic to come up with a limited
complexity receiver that takes advantage of Mazo’s minimum distance results [4].
Mazo himself admitted that his FTN research was triggered by “curiosity” [5].

In the decades that followed several developments changed this landscape:
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(1) First, reduced complexity receivers started being introduced with performance
close to the maximum likelihood receivers even with severe intersymbol
interference [6–10]. This development allowed handling the FTN intersymbol
interference with reasonable complexity.

(2) Second, the introduction of turbo codes [11] led to applying the turbo concept
to several other scenarios, such as turbo equalization [12]. This allowed
achieving coding gains over channels with severe ISI with an iterative receiver
at reasonable complexity. The channel capacity approaching turbo codes also
directed more focus on the achievable information rates than just the maximum
likelihood performance. This further helped strengthen the FTN approach as a
way to take advantage of all available frequencies in the channel as we will see
next.

(3) The extension of the “time-packing” approach of FTN to frequency-packing in
a multicarrier system [13] as well as to combined time and frequency packing,
the two-dimensional Mazo limit [14], showed even more promising minimum
distance gains.

(4) Modern telecommunication systems and their constant quest for increased
throughput started reaching a limit of resources, especially bandwidth, even
though processing power kept growing.

All these developments led to renewed interest in FTN lately as signal processing
techniques used in current telecommunication systems keep advancing. Meanwhile,
resources, such as bandwidth, have become more scarce and their efficiency must
improve even at the cost of increased processing complexity. So, FTN is considered
for the 5G standard [15] and for satellite and optical communications [16, 17].

In the following sections we address several key aspects of faster-than-Nyquist
(FTN) signaling.

2 Minimum Distance

The ideal sinc pulse discussed in the Introduction is a special case of the general
family of raised-cosine pulses [18]

x.t/ D Es sinc.t=T/
cos.	˛t=T/

1 � .2˛t=T/2
; (6)

with 0 
 ˛ 
 1 being the roll-off factor and W D .1 C ˛/=.2T/ the bandwidth
they occupy. The ideal sinc pulse has ˛ D 0. In practical communications systems a
non-zero roll-off factor ˛ is used, typically with ˛ in the range of 0:1–0:5 for higher
bandwidth efficiency.

ISI free transmission satisfying the Nyquist constraint for these pulses means
� D T D .1C ˛/=.2W/ � 1=.2W/. In [19] Mazo’s dmin observations for the binary
case were numerically extended to non-zero roll-off ˛ as shown in Fig. 3 for roll-off
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Fig. 3 Minimum Euclidean distance dmin as a function of the bandwidth efficiency for binary
faster-than-Nyquist signaling (FNS) for the sinc pulse (˛ D 0%) and the raised-cosine pulses
with roll-off ˛ D 10; 20%. The error sequences emin are also shown. The numbers show the
length of the single alternating block emin [e.g., 5 D ˙.: : : 000 � C � C � 000 : : :/] and the
letters stand for emin containing more than one block [a D ˙.: : : 000 � C � 0 C � C 000 : : :/,
b D ˙.: : : 000 � C0 � C0 � C000 : : :/, c D ˙.: : : 000 � C0 � C00 � C0 � C000 : : :/,
d D ˙.: : : 000� C0� C000 : : :/]

factors of ˛ D 0; 10; 20%. The minimum distance is plotted as a function of the
bandwidth efficiency R=W, i.e., the ratio of the signaling rate R D 1=� to the utilized
bandwidth W D .1 C ˛/=.2T/ (measured in bits/s/Hz). The Nyquist (orthogonal)
signaling rate is 1=T corresponding to a bandwidth efficiency of 2=.1C˛/ bits/s/Hz.
The highest Nyquist rate bandwidth efficiency is 2 bits/s/Hz, achieved by the ideal
sinc pulse (˛ D 0).

We define the normalized minimum Euclidean distance dmin as

dmin D min
e¤0

d.e/

2
p

Eb
; (7)

where e D a�b is the difference (error) sequence between the transmitted sequences
a and b, with ek D .ak � bk/ 2 f0;˙2g for the binary case, and the distance d.e/
defined as
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d2.e/ D
Z 1

�1
Œsa.t/ � sb.t/�

2 dt D
X

k

X

l

ekelx ..k � l/�/ : (8)

Figure 3 shows that the dmin between binary sequences is not reduced below the
dmin for the Nyquist rate case. Even for non-zero roll-off this dmin behavior extends
to high enough bandwidth efficiency R=W that overcomes the bandwidth efficiency
loss caused by the non-zero roll-off.

As long as there is no change in dmin compared to the ISI-free case, the error
sequence emin that yields dmin is one with only a single nonzero component; i.e.,
a pair of input binary sequences is at dmin if the two sequences differ at a single
position. Surprisingly, the error patterns emin that first cause degradation in dmin

contain a single long block of alternating polarity and, more generally, they consist
of one or more blocks of alternating polarity, as Fig. 3 shows. This was also observed
in [1, 20, 21] for sinc pulses.

These error events emin are depicted for all three roll-off factors. The numbers in
the legend stand for error sequences containing a single block of alternating polarity
of this length; for example, 5 represents the error pattern ˙.: : : 000 � C � C �
000 : : :/, where C and � correspond to ek D 2 and ek D �2, respectively. Each
letter corresponds to an error pattern consisting of more than one block. Thus, a D
˙.: : : 000 � C � 0 C � C 000 : : :/, b D ˙.: : : 000 � C0 � C0 � C000 : : :/,
c D ˙.: : : 000�C0�C00�C0�C000 : : :/, d D ˙.: : : 000�C0�C000 : : :/.
Close to the “knee”, the point where dmin starts decreasing, the dmin error event is a
single block of alternating polarity, while for higher rates, first its length is reduced
and then it starts splitting into two or three alternating blocks.

Such patterns can only arise from a pair of binary sequences that include
alternating blocks of some length with opposite polarity. What this means for the
single block of alternating polarity close to the “knee” is that the probability of such
sequences is rather low. Therefore, the dmin reductions close to the “knee” are not
likely to affect the maximum likelihood performance of systems operating at this
FTN rate [1]. The lower bound on the bit error rate is given by combining the error
event lower bound from [22]

Pevent � Pr Œemin�Q

 

dmin

s
2Eb

N0

!

(9)

with the number of bit errors resulting from emin, i.e.,

Pe �
X

k

jemin;kjPr Œemin�Q

 

dmin

s
2Eb

N0

!

(10)

where emin D Œemin;k� and Q.�/ is the area under the tail of the Gaussian probability
density function.
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For example, at the bandwidth efficiency of R=W D 2:4 bits/s/Hz with ˛ D 10%,
dmin D 0:959 and

emin D ˙ Œ: : : 0; 0; 0; �2; C2; �2; C2; �2; C2; �2; 0; 0; 0; : : :� : (11)

For this example the lower bound of the maximum likelihood performance is
given by

Pe � 7

64
Q

 

0:959

s
2Eb

N0

!

: (12)

Due to the low multiplicity of the dmin error event in this example, this lower bound

is less than the no-ISI Q
�q

2Eb
N0

�
performance even for medium-to-high SNR as we

will see in the next section.
These results were extended to non-binary PAM symbols in [23], where it was

found that for the same roll-off factor ˛ that the same � caused the binary, the 4-
PAM, and the 8-PAM minimum distance to start decreasing from the corresponding
binary, 4-PAM, and 8-PAM pairwise (no-ISI) distance. Of course, at the same �
8-PAM and then 4-PAM achieve better bandwidth efficiency. The target bandwidth
efficiency determines the best combination of signaling alphabet and � , which is
operating close to the dmin curve “knee” of each signaling alphabet. For example,
with ˛ D 30% at bandwidth efficiency of 4–5 bits/s/Hz the 4-PAM faster-than-
Nyquist dmin is larger than the binary and 8-PAM faster-than-Nyquist dmin [23].

Another approach based on the structured form of error events and the associated
binary sequences is to use constrained codes that do not allow the occurrence of
input sequences to the transmit filter that generate such error events [19]. This keeps
dmin constant for even higher signaling rates at the expense of rate loss and also
allows the use of limited complexity receivers.

An alternative view taken in [23] is to use a short linear precoding filter with
4–8 taps in the transmitter that does not add any redundancy. Optimizing its
coefficients can improve the binary and 4-PAM dmin without the rate loss penalty
of the constrained coding approach. This approach adds additional complexity to
the receiver side.

3 Reduced Complexity Receivers for Uncoded FTN

The intersymbol interference (ISI) introduced by FTN signaling in a single matched
filter output sample extends to a large number of symbols. So, the maximum
likelihood approach [2, 3] of considering all the interfering symbols results in
significant complexity that is not possible to implement.

The first approach to limiting the complexity of a detector handling the severe
ISI caused by FTN is to truncate the number of states in the Viterbi algorithm. This
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means that only the ISI from the neighboring symbols, which typically cause most
of the ISI, as shown in Table 1, is managed by the detector while the rest of the ISI
is left untreated leading to performance degradation.

Approximating this residual ISI as Gaussian noise leads to the realization that
it can cause an error floor at high signal-to-noise ratio (SNR) as the residual ISI is
constant and does not change with the SNR [19].

Fortunately, there are several approaches to considering the complete ISI or to
mitigating the effect of the residual ISI within the detector. One of the simplest
approaches is to include decision feedback cancelation of the residual ISI inside the
Viterbi algorithm as proposed in [10].

Results for both these approaches, truncating the Viterbi algorithm memory
without and with decision feedback, can be seen in Fig. 4. The dmin lower bound
for FTN is based on the dmin discussion of the previous section.

Another detection approach presented in [19] was based on a soft-output reduced
state Viterbi detection followed by linear filtering to cancel the residual ISI.

Other reduced complexity approaches are based on the M-algorithm, which can
handle non-binary modulation with lower complexity than reduced state detection
[23]. In [23] it was also observed that the M-algorithm does not work well with
the Ungerboeck receiver model used in this section [3, 10], which operates directly
on the matched filter output samples. Instead, an approximate whitened matched
filter (WMF) is employed, following Forney’s receiver model [2], with which the
M-algorithm performs well despite the minor mismatch required to implement the
WMF. Further analysis and advantages of the WMF model for FTN signaling are
explored in [24].

4 Turbo Equalization for Coded FTN

The previous section presented low-complexity receivers for uncoded FTN trans-
mission. In this section we address low-complexity receivers for coded FTN
transmission. Figure 5 shows such a binary coded FTN system. The channel encoder
output is interleaved before it is passed to the FTN pulse shaping. At the receiver
the matched filter output samples are now processed by a turbo equalizer, which
performs iterative detection and decoding [12].

When combining FTN ISI detection and decoding in the turbo equalizer, there
are two aspects that need to be considered:

(1) A reduced complexity soft-input soft-output (SISO) detector is needed for the
severe ISI introduced by FTN signaling. This way the soft output can be input
into the channel decoder and allow iterations between the two receiver modules.
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Fig. 4 Reduced state Viterbi BER for the raised-cosine pulses with roll-off ˛ D 10% with
bandwidth efficiency 2:42 bits/s/Hz
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Fig. 5 Communication system for coded binary faster-than-Nyquist signaling

(2) The effect of the interleaver is important not just due to its ability to decorrelate
the iterative equalizer detector and decoder input data but also due to the nature
of the long error events with FTN signaling. The interleaver will allow breaking
the long alternating polarity error events, so, they can more easily be corrected
by the decoder.

An advantage of the turbo equalizer is that the channel decoder helps make the
suboptimum ISI detection more reliable, especially, its residual ISI cancelation,
which in some reduced complexity detectors, such as the decision feedback we
considered in the uncoded FTN detection section, could partly be based on tentative
decisions.
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What the analysis of the information rates suggests (more details in the next
section) is that even the use of a very low complexity ISI detector combined with
a channel decoder in an iterative (turbo) equalization scheme can work as well as
a more complex ISI detector. The ISI detector beyond the SISO requirement must
also consider the whole length of the ISI, even if it just performs tentative-decision
cancelation of the interference.

To demonstrate this, we consider here the approach from [25] simplified for the
binary case and with some adjustments from [19]. The basic idea is that the mean
value of the FTN received symbols is used to cancel their effect on neighboring
symbols and the uncertainty in these FTN received symbols is included in the
generation of the soft-output probabilities.

When the FTN symbols are received, their statistics consist only of their received
values. So, rewriting (3)

yn D y.n�/ D x.0/an C
X

k¤n

ak x ..n � k/�/C n0.n�/: (13)

the intersymbol interference in yn from the neighboring symbols can be approxi-
mated as an additional source of Gaussian noise when considering only the current
sample to make a decision on an. The channel information can be written as the
following log-likelihood ratio

Lch
n D log

PrŒan D C1jyn�

PrŒan D �1jyn�
D 4 Es

N0 C � yn; (14)

where Es D x.0/ and � is defined as the scaled variance of the residual ISI in yn

� D 2

x.0/
E

2

4
X

k¤n

ak x ..n � k/�/

3

5

2

D 2

x.0/

X

k¤0
x2 .k�/ : (15)

The channel log-likelihood ratio (LLR) is the only piece of information available
initially at the receiver. This can provide an initial estimate of the probabilities for
an as

PrŒan D C1jyn� D eLch
n

1C eLch
n

and PrŒan D �1jyn� D 1

1C eLch
n
: (16)

Based on these probabilities the mean value and the variance of an can be
derived as

�n D eLch
n � 1

eLch
n C 1 (17)
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and

�2n D
4eLch

n

�
eLch

n C 1�2
: (18)

The soft-output ISI detector can then use the mean values �n to cancel the
interference

Qyn D yn �
X

k¤n

�k x ..n � k/�/ (19)

and the variance values �2n to scale the soft-output log-likelihood ratios

Ldet
n D 4

Es

N0 C Q� Qyn; (20)

where

Q� D 2

x.0/

X

k¤0
x2 .k�/ �2k : (21)

The soft-output LLR Ldet
n is then deinterleaved and passed to the channel decoder.

The soft-output of the channel decoder can then be interleaved and the output of the
interleaver Ldec

n can be passed back to the ISI detector to improve the ISI cancelation
by adding the extrinsic part of this LLR Lap

n to Lch
n in (16), where Lap

n is given from

Lap
n D Ldec

n � Ldet
n : (22)

The block diagram of the turbo equalizer is shown in Fig. 6.
The performance of this turbo equalizer has been simulated in Fig. 7 using

the rate 1/2 [5,7] convolutional code and an s-random 4000-bit interleaver. The
convolutional code decoder is the standard BCJR decoder [26]. The lower bound
for the performance without ISI shown in Fig. 7 is based on the minimum Hamming
distance dH;min of the [5,7] convolutional code, i.e.,

ISI
Detector

Convolutional Code
BCJR DecoderDeinterleaver

Ldet
n

Ldec
n Interleaver

Lap
n

Lch
n +

+

+

-

bn
^

Fig. 6 Block diagram of the turbo equalizer used for coded Faster-than-Nyquist



Fundamentals of Faster-than-Nyquist Signaling 215

1 2 3 4 5 6 7
10−7

10−6

10−5

10−4

10−3

10−2

10−1

Eb/N0 (dB)

B
E

R
α=10%, τ/T=0.75, [5,7] convolutional code, 4000 bit interleaver

FNS turbo canceler (2 iterations)
FNS turbo canceler (4 iterations)
No ISI simulation
No ISI lower bound

Fig. 7 Performance of convolutionally coded Faster-than-Nyquist signaling for the raised-cosine
pulses with roll-off ˛ D 10% with bandwidth efficiency 1:21 bits/s/Hz

Pe � Q

 s

rdH;min
2Eb

N0

!

; (23)

where r D 1=2 is the rate of the [5,7] convolutional code and dH;min D 5.
A similar FTN interference cancelation approach with a turbo code instead of a

convolutional code was used for one of the receivers in [27].
Another approach with both serial and parallel concatenation of convolutional

codes [28] used the more complex ISI detector from [29] and truncated the number
of states. The serial concatenation used a rate-1 precoder, whose decoding was
performed in the same BCJR as the ISI detector without any increase in complexity,
and resulted in improved performance compared to not including the precoder.
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The reduced complexity BCJR from [29] can also be used for binary and
nonbinary transmitted alphabets and was combined with LDPC codes in [30]. In
[30] it is found that it is beneficial to increase spectrum efficiency by keeping
the code rate constant and signaling at higher rates than by using higher code
rates. In addition, for limited ISI detector complexity, which means a reduced
number of states in the ISI detector, there is a spectrum efficiency level, about
1:4 bits/s/Hz for the parameters used in [30], at which LDPC-coded FTN 16QAM
starts outperforming LDPC-coded FTN QPSK.

Frequency-domain equalization generating soft output for a serial concatenation
of convolutional codes was proposed in [31]. The rate-1 precoder in this case
was followed by a second interleaver showing significantly improved performance
compared to not including the precoder and the second interleaver.

5 Achievable Information Rates

The ultimate limit of the FTN gains is determined by the channel capacity based on
Shannon’s capacity formula [32]

C D Wlog2

�
1C P

WN0

�
; (24)

where P is the transmit signal power and W is the signal bandwidth. Shannon’s
formula assumes that the ideal sinc pulses are used in transmission.

However, in practical systems the roll-off of the pulse bandwidth causes some
of this capacity to remain unused, as for the rolloff to be contained within
the same bandwidth the signaling rate needs to be reduced. For example, for
Nyquist transmission with a root raised cosine pulses of roll-off ˛, the achievable
information rate becomes:

INyquist;˛ D 1

2T
log2

�
1C 2PT

N0

�
; (25)

where T is the signaling rate and W D .1C ˛/=2T.
The last two equations are compared in Fig. 8, which shows that taking into

account the pulse roll-off reduces the achievable information rate when maintaining
the Nyquist orthogonality constraint and the transmit signal power P. The larger the
roll-off the larger this information rate loss. Note that even though this constrained
information rate is affected by the pulse roll-off, it does not take into account the
actual pulse shape. The information rate (25) is the same even if different pulses
with the same roll-off were used, e.g., triangular.
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Fig. 8 Achievable information rates for faster-than-Nyquist signaling and Nyquist signaling with
roll-off ˛ D 10; 20; 30%

FTN can be viewed as a method to regain some of the lost information rate by
taking advantage of the complete pulse shape of the signal. It was shown in [33]
that the achievable information rate with FTN using independently and identically
distributed (i.i.d.) input is

IFTN;˛ D
Z W

0

log2

�
1C 2P

N0
jG.f /j2

�
df ; (26)

where G.f / is the Fourier transform of the transmit pulse shape g.t/ withR W
�W jG.f /j2df D 1. This information rate can be achieved by FTN when
� � 1

2W D T
1C˛ [16, 33], i.e., by signaling fast enough to make up for the non-zero

roll-off factor. The main observation from (26) is that at high SNR the weaker parts
of the spectrum can also contribute noticeably to the achievable information rate.

Figure 8 shows how the FTN information rate with raised cosine pulses compares
to the Nyquist information rate for different roll-off. For zero roll-off, i.e., when
FTN also uses the sinc pulse, it was proven in [34] that the FTN information rate
equals the Shannon capacity.
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Figure 8 establishes a clear advantage of FTN signaling in practical systems,
which employ non-zero roll-off transmit pulses. This comparison is based on
Gaussian input signals. Since we signal faster than the Nyquist rate, the assumption
that the transmitted pulses have to be orthogonal at the Nyquist rate is no longer
relevant. Dropping this assumption [35] further bridged the gap between the channel
capacity C in Fig. 8 and the FTN information rate at high SNR by optimizing with
respect to the pulse shape.

For more practical input alphabets the constrained input information rate has
so far been established with lower-bounds. These lower-bounds are based on
constraining the receiver structure, such as symbol-by-symbol detection [25] or
MMSE-DFE detection [36], and finding the achievable rate of this suboptimal
receiver.

6 Frequency Packing

Bringing the pulses closer together in time, as described previously, is also called
time packing. Another approach to improving the bandwidth efficiency is with
frequency packing in the context of multicarrier modulation. In frequency packing
the neighboring carriers start overlapping generating inter-carrier interference, but
as in the case of time packing, less overall bandwidth is used resulting in improved
bandwidth efficiency.

The transmitted multicarrier signal is expressed as follows:

s.t/ D
X

m

"
X

k

am;kg.t � k�/

#

e�j2	mFt; (27)

where F is the frequency spacing of the carriers.
Starting with the filter bank multicarrier approach in [37], one can require that

the frequency content of neighboring subcarriers does not overlap to guarantee
that no intercarrier interference (ICI) occurs. This frequency spacing constraint
together with the Nyquist time constraint are together called the generalized Nyquist
constraints [37].

Following the time approach, one can start bringing the subcarriers closer
together causing them to overlap and cause ICI but becoming more bandwidth
efficient. Such approaches were introduced in [13, 38] as a method to increase the
OFDM bandwidth efficiency as shown in Fig. 9.

It is possible to further improve bandwidth efficiency in (27) by allowing both
time and frequency packing and optimizing the trade-off between them [14]. This
yields additional gains in the sense that the two-dimensional time-frequency limit,
where the minimum distance between transmitted signals becomes smaller than
the minimum distance for the orthogonal time-frequency transmission, extends to
higher spectral efficiency than in time-packing or frequency-packing alone.
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Fig. 9 Subcarriers in multicarrier transmission when the subcarrier spectrum does not overlap
(top), in OFDM (middle), and in the frequency packed approach. W is the bandwidth of each
subcarrier and in this example all subcarriers fit within a total bandwidth of 4W

Orthogonal multicarrier modulation, such as OFDM, is more bandwidth efficient
than single carrier modulation, because the unused roll-off is only that of the
subcarriers at the edges of the whole band. Therefore, the information rate gains
of single carrier modulation are more limited in multicarrier systems [15, 39],
but combining both time and frequency offers other advantages, mainly additional
flexibility in pulse shape design and rate adaptivity and use in the single carrier
uplink [15] as well as less overhead and better latency in other 5G applications [40].
These advantages of FTN have made it an alternative to the time and frequency
orthogonality in the 5G standard [15].



220 A.D. Liveris and C.N. Georghiades

The same low complexity interference canceler that was described in the Turbo
Equalization section earlier can be used to mitigate the effects of both the inter-
symbol and intercarrier interference from the neighboring symbols. Such schemes
approach the coded performance without interference with both convolutional codes
[39] and LDPC codes [25]. Similar interference cancelation approaches dealing with
intercarrier interference when only frequency packing is used can perform about
1dB worse than coded OFDM at the same bit rate with the frequency-packed signal
using 60 % of the OFDM bandwidth [41].

7 Discussion

In this section we outline some of the recent research activity in directions relevant
to modern communication systems.

Rusek [42] proved that the AWGN dmin Mazo limit can be extended to the MIMO
case and also reported results on the fading channel. Recent work on the broadcast
channel suggests that FTN signaling is also an alternative approach to achieving
the Gaussian input capacity for two users [43]. A turbo-coded broadcast scheme
was introduced approaching this capacity [27]. An alternative uncoded scheme
with more than two users and detecting all users’ signals was proposed in [44].
Very promising sum capacity gains with FTN signaling were also reported for the
synchronous and asynchronous multiple access channels in [45, 46] but no receiver
design has been proposed yet to take advantage of these gains. This multiuser work
focuses only on the classical time-packed FTN signaling.

Practical directions of faster-than-Nyquist signaling have been investigated
recently with hardware implementations [5, 47] considering several aspects of the
algorithms involved in an FTN system. The focus of these implementations has been
on multicarrier systems as these seem to be more relevant to 5G communication
systems. Other potential benefits of FTN signaling in practical systems, such as the
peak-to-average power ratio (PAPR), have been explored in [48].

8 Conclusion

As the increasing amount of recently published FTN work shows, FTN signaling
has been a rather active research area in the last few years because of its more
efficient use of spectrum resources. There are several open questions that remain
unanswered, especially with multiple transmit and receive antennas, in multiuser
systems and in practical implementations, and therefore, the associated research
activity is expected to intensify in the coming years.
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Generalized Frequency Division Multiplexing:
A Flexible Multi-Carrier Waveform for 5G
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Dan Zhang, Martin Danneberg, Nicola Michailow, and Gerhard Fettweis

Abstract The next generation of wireless networks will face different challenges
from new scenarios. The conventional Orthogonal Frequency Division Multi-
plexing (OFDM) has shown difficulty in fulfilling all demanding requirements.
This chapter presents Generalized Frequency Division Multiplexing (GFDM) as
a strong waveform candidate for future wireless communications systems which
can be combined with several techniques such as precoding or Offset Quadrature
Amplitude Modulation (OQAM) and which offers the flexibility to emulate a variety
of other popular waveforms as corner cases. This property suggests GFDM as a key
technology to allow reconfiguration of the physical layer (PHY), enabling a fast
and dynamic evolution of the infrastructure. Additionally, multicarrier transmission
theory is covered in terms of Gabor theory. Details on synchronization, channel
estimation algorithms and MIMO techniques for GFDM are presented and a
description of a proof-of-concept demonstrator shows the suitability of GFDM for
future wireless networks.

1 GFDM: A General Solution for 5G

The fifth generation (5G) of mobile cellular systems needs to deal with a wide range
of services, each of which can have very different requirements. For instance, the
four main scenarios illustrated in Fig. 1 respectively require loose synchronization
for Internet of Things (IoT); low latency for Tactile Internet; reliable, efficient, and
robust high throughput for bitpitpe communication; high coverage and dynamic
spectrum allocation with low out-of-band (OOB) emission and Cognitive Radio
(CR) techniques for Wireless Regional Area Network (WRAN) applications.
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Fig. 1 Four of the main scenarios envisioned for 5G networks

A physical layer (PHY) with unprecedented flexibility will be of great benefit to
users such that various applications can be efficiently and effectively addressed by
proper reconfiguration. Certainly, all these scenarios will benefit from multiple-
input multiple-output (MIMO)-techniques, such as increased data rate, enhanced
robustness and the additional degree of freedom in space for multi-user and multi-
cell interference management. In order to maximize MIMO profits, the 5G PHY
must also be able to cope with multi-antenna interference and related algorithms
need to be implemented with an affordable complexity. 5G related topics have been
intensely researched lately and several projects were funded by the European Union
[1], e.g. METIS and 5GNOW.

Instead of selecting one specific waveform for each 5G scenario, it is much
more desirable to adopt a single flexible waveform that can be easily reconfigured
to address a multitude of applications. More importantly, such a software-defined
waveform (SDW) builds a foundation at PHY for preparing the paradigm shift
towards software-defined virtualization. Namely, the SDW shall be generated
in programmable hardware, based on Application Specific Integrated Processors
(ASIP), field programmable gate array (FPGA), or software with manageable cost.
By means of a cost effective approach that exposes the time-frequency resource grid
and waveform engineering capabilities to software, it becomes feasible to customize
PHY such that it can be seen as a virtual service for upper layers.
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In this context, GFDM [2] provides a very flexible time-frequency structure that
favors software exposition, controlling, and virtualization. Starting from introducing
some basics of GFDM, the main goal of this section is to explore the GFDM
flexibility to achieve a framework that covers all major waveform candidates for
the different 5G scenarios. Furthermore, we will show that the main waveforms
considered for 5G are, in fact, corner cases for GFDM. Also, the flexibility offered
by GFDM is sufficient and necessary to fulfill diverse quality of service (QoS)
requirements in 5G.

The remainder of this chapter is organized as follows: This section introduces
the basics of the GFDM system, including modulation and demodulation equations,
waveform engineering, precoding and application of OQAM modulation. The
theoretic foundation for multicarrier systems in terms of Gabor theory is described
in the subsequent Sect. 2. Section 3 covers development of synchronization and
channel estimation algorithms for GFDM in detail whereas Sect. 4 is dedicated to
a detailed description of MIMO techniques for GFDM. Finally, Sect. 5 considers
implementation aspects for a real-world system demonstrator and the chapter is
concluded in Sect. 6.

1.1 Basics

GFDM has a block structure where N D KM complex-valued data symbols dk;m

are transmitted on K subcarriers and M time-slots (or subsymbols). Each subcarrier
is pulse-shaped by a filter impulse response with S D RT samples, where T is the
number of periods of the filter and R is the number of samples per period. The use
of a circular pulse shaping filter is a key feature of GFDM when it was initially
proposed [3]. Its advantages include (1) keeping the GFDM signal compact in time;
and (2) enabling low complexity signal processing, e.g. [4, 5]. Denoting modulo S
operation as his, the GFDM transmit sequence is given by

xŒn� D
K�1X

kD0

M�1X

mD0
dk;mg Œhn� mPiS� exp

�
j2	

kQ

S
n

�
; n D 0; 1; : : : ; S � 1; (1)

where P is the spacing between adjacent subsymbols and Q is the distance between
adjacent subcarriers. The subsymbol and subcarrier spacing factors are respectively
given by

�t D P

R

�f D Q

T
;

(2)
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Table 1 Terminology

Variable Meaning

R Samples per period in the filter

T Periods in the filter

S D RT Total number of samples in the signal

P Subsymbol spacing in time domain

Q Subcarrier spacing in frequency domain

�t D P=R Subsymbols distance factor

�f D Q=T Subcarriers distance factor

K D RT=Q D R=�f D S=Q Subcarriers per block

M D TR=P D T=�t D S=P Subsymbols per block

N D KM Number of data symbols per block

which allows us to rewrite (1) as

xŒn� D
K�1X

kD0

M�1X

mD0
dk;mg Œhn �m �tRiS� exp

�
j2	

k �f T

S
n

�
; n D 0; 1; : : : ; S�1: (3)

When �t < 1 the overlapping between the subsymbols increases, leading to a
higher intersymbol interference (ISI) and better spectrum efficiency. For �t > 1,
the subsymbols are taken apart from each other, reducing the time overlapping and
decreasing the spectrum efficiency. The same reasoning is valid for �f , but now
in the frequency domain. Table 1 summarizes the parameters used to describe the
GFDM signal.

An interesting configuration is achieved when �t D �f D 1, which will be called
“critically sampled GFDM”. In this case, the GFDM sequence can be written as

xŒn� D
K�1X

kD0

M�1X

mD0
dk;mg Œhn� mKiN � exp

�
j2	

k

K
n

�
; n D 0; 1; : : : ; N � 1 (4)

where Fig. 2 depicts the block diagram of such GFDM modulation. A cyclic prefix
(CP) is added to protect the GFDM sequence from the multipath channel. Assuming
that the CP length is larger than the channel impulse response, the received signal
after CP removal (see Fig. 3) is given by

yŒn� D xŒn�~ hŒn�C wŒn�; (5)

where ~ denotes the circular convolution operation, hŒn� is the channel impulse
response and wŒn� is the additive white Gaussian noise (AWGN) with variance �2w.
After synchronization and channel estimation, a frequency-domain equalizer (FDE)
is used to compensate the effects of the multipath channel, leading to a equalized
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g[〈n〉N ] exp j2π 0
Kn

)

...
...

g[〈n〉N ] exp j2π K−1
K n

)

g[〈n − K〉N ] exp j2π 0
Kn

)

...
...

g[〈n − K〉N ] exp j2π K−1
K n

)

...
...

g[〈n − (M − 1)K〉N ] exp j2π 0
Kn

)

...
...

g[〈n − (M − 1)K〉N ] exp j2π K−1
K n

)

S/P
d[n]

d0,0

dK−1,0

d0,1

dK−1,1

d0,M−1

dK−1,M−1

∑ add
CP

x[n] x̃[n]

Subsymbol 0

Subsymbol 1

Subsymbol M − 1

Fig. 2 Block diagram of the GFDM modulator

GFDM
demodulator

d̂[n]
Equalizer Remove

CP

Sync.
Ch. Est.

y[n] ỹ[n]yeq[n]

Fig. 3 Block diagram of the GFDM receiver

received sequence yeqŒn�. A set of filters is derived from a prototype receive
filter �Œn� as

�k;m D �Œh�niN� exp.�j2	 k
K n/; (6)

and the recovered data symbols are given by

Odk;m D ��
k;m ~ yeqŒn�jnDmK : (7)

Different receive filters can be used to recover the data symbols and matrix
notation can be useful to design linear receivers for GFDM. The column vectors
containing the samples of the transmit filters are given by

Œgk;m�n D gk;mŒn�; (8)

and the modulation matrix is arranged by

A D Œg0;0 g1;0 : : : gK�1;0 g0;1 : : : gK�1;M�1� : (9)
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Let us further organize the KM data symbols of one GFDM block into a .K � M/
data matrix, given by

D D

2

6
6
6
4

d0;0 d0;1 : : : d0;M�1
d1;0 d1;1 : : : d1;M�1
:::

:::
: : :

:::

dK�1;0 dK�1;1 : : : dK�1;M�1

3

7
7
7
5
D �dc;0 dc;1 : : : dc;M�1

� D

2

6
6
6
4

dr;0

dr;1
:::

dr;K�1

3

7
7
7
5

(10)

Then, the GFDM transmit vector is given by

x D Ad; (11)

where the data vector d is obtained by stacking the columns of D one after another

d D �dT
c;0 dT

c;1 : : : dT
c;M�1

�T
: (12)

The prototype filter used on the transmit side can lead to a non-orthogonal
system, which means that ISI and intercarrier interference (ICI) can be introduced
among the data symbols by the modulation process. The GFDM demodulator must
be able to tackle this self-interference to minimize the impact on the symbol error
rate (SER) performance. After FDE, the demodulation process can be performed as

Od D Byeq; (13)

where B is the demodulation matrix. Different approaches can be used to demod-
ulate the GFDM signal based on the transmit matrix, as presented in Table 2. The
Matched filter (MF) demodulator maximizes the signal-to-noise ratio (SNR), but
it is not able to remove the self-interference. The zero-forcing (ZF) demodulator
can remove the interference, but it enhances the noise. The minimum mean square
error (MMSE) demodulator achieves a good balance between MF and ZF by taking
the SNR into account. Also, the MMSE incorporates the channel matrix H, which
means that the FDE is not necessary prior the demodulation in this case.

Figure 4 shows two possible configurations of GFDM and the corresponding
OFDM counterpart. Configuration (a) concatenates several OFDM symbols, while
keeping the subcarrier spacing and symbol duration. Hence, the multitude of CPs
of the several OFDM symbols can shrinked to one single CP for the GFDM
signal. However, as the number and distance of subcarriers is kept, the PAPR for

Table 2 Linear
demodulation matrices

Type Definition

MF BMF D AH

ZF BZF D A�1

MMSE BMMSE D .Rw C AHHHHA/�1AHHH
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C
P OFDM C
P OFDM C
P OFDM C
P OFDM C
P OFDM

C
P GFDM

(a) (b)

GFDM GFDM GFDM GFDM

C
P OFDM

C
P GFDM GFDM GFDM GFDM GFDM

Fig. 4 Different configurations for GFDM with relation to equivalent OFDM system. (a) Configu-
ration suitable for downlink, where GFDM and OFDM have equal number of subcarriers and same
bandwidth. The CP overhead of OFDM is saved by GFDM. (b) Configuration suitable for uplink,
where GFDM has fewer but wider subcarriers than OFDM. Using such configuration, GFDM can
achieve lower PAPR than OFDM. One special case is to apply a Dirichlet kernel for pulse shaping,
emulating SC-FDMA

Table 3 Comparison of implementation complexity for GFDM equivalent
OFDM, with configurations (a) and (b) referring to Fig. 4

Complex multiplications per TX symbol
Transmitter Receiver (incl. FDE)

GFDM 1
KM .

KM
2
.M C log2 K// 1

KM .
KM
2
.M C 3 log2 K/C KM/

OFDM (a) 1
KM

KM
2

log2 K 1
KM .

KM
2

log2 K C KM/

OFDM (b) 1
KM

KM
2

log2 KM 1
KM .

KM
2

log2 KM C KM/

Values taken from [6]

this configuration is as high as for OFDM, making this configuration preferable
for a downlink transmission from the base station. On the other hand, PAPR can
be reduced by increasing the subcarrier bandwidth and reducing the number of
subcarriers. This configuration is shown in Fig. 4b, where one GFDM block is
designed to have the same length as one OFDM symbol. Hence, the subcarriers
become wider and the block contains fewer subcarriers. Accordingly the PAPR
reduces, similar to the principle of SC-FDMA, where several OFDM subcarriers are
combined to a single channel for the SC-FDMA system. Hence, this configuration
is suitable for uplink transmission.

In the literature, several algorithms for a reduced complexity implementation of
the GFDM modulator and demodulator are given [4–8]. Table 3 shows the number
of required complex multiplications for current proposals for implementation of
GFDM, compared to the FFT/IFFT approach of OFDM. As shown, the additionally
to FFT/IFFT operations for frequency domain conversion and FDE, the GFDM
implementation requires an extra amount of roughly M=2 multiplications per data
symbol which accounts for the overlapping of subsymbols in time or frequency
domain.
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Fig. 5 The first subsymbol of the GFDM block introduces abrupt variations in the time-domain
signal, which leads to high OOB emissions

1.2 Waveform Engineering

The flexibility of GFDM allows for designing a signal that has a very low OOB
radiation. This section contributes with solutions for low OOB radiation.

1.2.1 GFDM with Guard Symbol

In order to reduce the OOB emission, it is necessary to smooth the transitions
between the GFDM blocks. The circularity of the signal in time-domain allows a
simple and elegant solution to reduce the abrupt change between GFDM blocks.
As can be seen in Fig. 5, the first subsymbol wraps around the edges of the block,
introducing the abrupt amplitudes discontinuities.

By erasing the first sub-symbol, a guard symbol is introduced between the GFDM
blocks and the edges of the signal fade out towards zero, making the transitions
between blocks smooth. This technique is called guard-symbol GFDM (GS-GFDM)
and Fig. 6 shows the time-domain signal and the corresponding spectrum.

The addition of the CP would introduce hard transitions between blocks once
again. One solution to avoid this problem is to make also the last subsymbol null
and making NCP D K. The drawback of this approach is the throughput reduction,
given by

RGS D M � 2
M
� KM

KM C K
D M � 2

M C 1: (14)

From (14), it is clear that this technique becomes interesting for scenarios where M
is large.
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following parameters: K D 128 with 68 active subcarriers, M D 7, RC with ˛ D 0:5. (b) Real
part of the GS-GFDM signal, highlighting the smooth transition between blocks
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Fig. 7 W-GFDM time-domain signal. A time-window is used to smooth the transitions between
GFDM blocks

1.2.2 Windowed-GFDM

For windowed GFDM (W-GFDM), a time-window is applied for smoothing the
transition between GFDM blocks, as depicted in Fig. 7.

A CP with length NCP D NCH C NW and a cyclic suffix (CS) with length NCS D
NW, where NCH is the length of the channel impulse response and NW is the length
of the time window transition, are added to the GFDM block. Notice that the CS
is just the copy of the first NCS samples of the GFDM block to its end. The time
window is defined as

wŒn� D
8
<

:

wriseŒn� 0 
 n < NW

1 NW 
 n 
 NCP C N
wfallŒn� NCP C N < n < NCP C N C NW

(15)

where wupŒn� and wdownŒn� are the ramp-up and ramp-down segments of the time
window, respectively. The ramp-up and ramp-down segments can assume different
shapes. The most common cases are linear, RC or fourth order RC [2]. Figure 8
shows the PSD achieved by W-GFDM when linear and cosine ramp-up and
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Fig. 8 PSD of the W-GFDM
using linear and cosine time
windows compared with
OFDM
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ram-down, with 32 samples each, are employed. Clearly, varying the ramp-up and
ramp-down sequences impacts the OOB emission. Sequences that introduce low
derivative inflexion points in the edges of the signal provide lower OOB emission.

W-GFDM can be used to achieve low OOB emission and still keep high spectral
efficiency, even when M is low. The rate loss introduced by the ramp-up and ramp-
down edges is given by

RW D N

N C NCP C NW
: (16)

Since NCP is defined as a function of the channel impulse response, it equally
affects the rate loss of GS-GFDM and W-GFDM. The ramp-up and the ramp-down
sequences are much smaller than the GFDM block length, meaning RW is typically
higher than RGS. From Figs. 6 and 8, it is possible to conclude that both GS-GFDM
and W-GFDM can achieve similar OOB emission. Therefore, W-GFDM can be seen
as a more promising solution for a high efficient PHY with low OOB emissions.

1.3 Precoding: WHT

One challenge for low-latency scenarios is to achieve reliable communication with
single shot transmission over frequency selective channels. In this case, relatively
small packages must be received with low probability of error since the low latency
requirement does not allow for retransmissions of missed packages. Precoding using
WHT can efficiently increase the GFDM robustness over multipath channels [9].
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The main idea is to spread the data symbols over all subcarriers, so data symbols
can be correctly detected on the receiver side even when a subset of subcarriers
suffers from severe attenuation.

In order to achieve this goal, for each subsymbol, the data symbols dc;m are
linearly combined using the Walsh-Hadamard matrix

˝K D 1p
2

"
˝ K

2
˝ K

2

˝ K
2
�˝ K

2

#

; (17)

with ˝1 D Œ1�. Hence, the data coefficients transmitted in the mth subsymbol are
given by

cm D ˝Kdc;m: (18)

On the receiver side, after the GFDM demodulation, the data symbols can be
reconstructed as

Odc;m D ˝H
K Ocm D ˝K Ocm: (19)

Figure 9 shows the WHT-GFDM SER performance assuming the parameters
presented in Table 4 and the channel delay profiles shown in Table 5. The figure
shows that the gain introduced by the WHT highly depends on the channel delay
profile. Higher gain is expected when the channel presents narrow and deep notches
in the frequency response, while smaller gain is obtained under channel with mild
frequency responses. Therefore, WHT-GFDM is an interesting scheme to be used
in scenarios where low OOB emission and robustness must be combined.
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Fig. 9 SER performance of WHT-GFDM over FSC using the ZF demodulator. (a) SER perfor-
mance over channel A. (b) SER performance over channel B
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Table 4 Simulation
parameters

Parameter Value

Mapping 16-QAM

Transmit filter RC

Roll-off (˛) 0.25

Number of subcarriers (K) 64

Number of subsymbols (M) 7

GFDM block duration 256 �s

CP duration 32 �s

Windowing Not used

Table 5 Channel delay profiles

Ch. A Gain (dB) 0 �8 �14 – – – –

Delay (�s) 0 4.57 9.14 – – – –

Ch. B Gain (dB) 0 �10 �12 �13 �16 �20 �22
Delay (�s) 0 2.85 4.57 6.28 9.71 15.43 20

1.4 OQAM

In general, GFDM is a non-orthogonal waveform. However, it is possible to make it
orthogonal by choosing some special pulse shaping filters, such as Dirichlet pulses.
Another solution is to combine GFDM with OQAM [10].

Instead of direct modulation of the in-phase (I) and quadrature-phase (Q) symbol
input, OQAM can be seen as two independent Gabor expansions where the symbol
input is restricted to be either only the real or only the imaginary component that
achieves the orthogonality condition.

For square root Nyquist prototype filters with bandwidth limited to two sub-
carriers, the I-input introduces only real interference in the adjacent subcarriers,
while the Q-input produces only imaginary interference. This aspect is illustrated in
Fig. 10 using the ambiguity function X .m; k/ to calculate the contribution from a
transmitted symbol to every other position of the half-symbol spaced time-frequency
grid. In Fig. 10, the I-input is used to modulate a root raised cosine (RRC) prototype
filter with roll-off 0:5. The magnitude of real and imaginary part of X .m; k/ reveals
regions free of interference. Therefore, orthogonality can be achieved if every even
and odd subcarrier is modulated with I and Q inputs, respectively.

Figure 10 also shows that I-inputs produce zero real interference in the adjacent
subcarriers at every half subsymbol shift while Q-inputs produce zero imaginary
interference. Hence, a second Gabor expansion with a time-shift of half subsymbol
duration can be used to transmit data free of interference.

The use of OQAM considering pulse shaping filters with arbitrary length and
overlapping factors greatly increases the flexibility of the waveform. Recently,
frequency-shift OQAM has also being introduced as an alternative for using shorter
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Fig. 10 Illustration of the ambiguity function X .m; k/, with the magnitude of the residual real
(top) and imaginary (bottom) values along the neighbors subsymbols and subcarriers, for a GFDM
transmitted I-input using RRC prototype filter with roll-off D 0.5

pulses in time [11]. Also, low complexity implementation that fully explores the
cyclic principles has been addressed in [2] and allows to harvest the benefits of
OQAM.

1.5 Waveform Framework

This section illustrates how GFDM can be used as a framework for multicarrier
waveforms. To this end, the parameters and properties of GFDM necessary to
emulate prominent waveforms are listed in Table 6. All contestants have common
roots in the filtered multicarrier systems proposed by Chang [12] and Saltzberg
[13]. Although this framework covers the most popular waveforms, note that
some candidates may not be covered. For example, Universal Filtered Multicarrier
(UFMC) [14] applies linear filtering to a set of subcarriers and does not use CP,
making it incompatible with GFDM.
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In the context of this framework, the different waveforms are characterized by
two aspects. First, parameters related to the dimensions of the underlying resource
grid are explored. This includes the number of subcarriers K and subsymbols M in
the system. The scaling factor in time �t and frequency �f can theoretically take
values of any rational number larger than zero, while numbers close to one are
meaningful because they relate to critically sampled Gabor frames. Additionally, the
option to have guard symbols, i.e., the presence of silent subsymbols, is relevant for
some candidates. The second set of features is related to the properties of the signal.
Here, the choice of the pulse shaping filter is a significant attribute and the presence
or absence of circularity constitutes a characteristic feature. Moreover, the use
of OQAM is needed for some waveforms, aiming to achieve real orthogonality.
Further, some waveforms rely on a CP to allow transmission of a block based frame
structure in a time dispersive channel, while others don’t use CP in order to achieve
higher spectrum efficiency.

The family of classical waveforms includes OFDM, block OFDM, Single Carrier
Frequency Domain Equalization (SC-FDE) and single carrier frequency division
multiplexing (SC-FDM). Particularly OFDM and SC-FDM have been relevant
for the development of the fourth generation (4G) cellular standard Long-Term
Evolution (LTE). All four waveforms in this category have in common that �f D 1

and �t D 1, which allows to meet the Nyquist criterion. Silent subsymbols are
not employed, the CP and regular quadrature amplitude modulation (QAM) are
used in the default configuration. OFDM and block OFDM are corner cases of
GFDM, where a rectangular pulse is used. Additionally, OFDM is restricted to one
subsymbol, while block OFDM constitutes the concatenation of multiple OFDM
symbols in time to create a block with a single common CP. Similarly, SC-FDE
and SC-FDM can also be considered as corner cases of GFDM. However, here
a Dirichlet pulse is used and analogously, the number of subcarriers in SC-FDE
is K D 1, while SC-FDM is a concatenation in frequency of multiple SC-FDE
signals. All waveforms in this category share property of orthogonality, but with
different sensitivities towards various radio frequency (RF) imperfections, for
instance SC-FDE is well known for its low peak-to-average power ratio (PAPR),
which greatly benefits the mobile stations (MS) in terms of transmit power efficiency
and reduced cost of the power amplifier.

The family of filter bank waveforms revolves around filtering the subcarriers
in the system and still retaining orthogonality. As the names suggest, Filterbank
multicarrier (FBMC)-OQAM [15] and its cyclic extension FBMC-COQAM [16]
rely on offset modulation, while in FBMC-FMT and cyclic block filtered multitone
(CB-FMT) [17] the spacing between the subcarriers is increased such that they do
not overlap, i.e. �f > 1. Also, a separation between cyclic and non-cyclic prototype
filters can be made. In this context, silent subsymbols become relevant. The best
spectral efficiency is achieved with no silent subsymbols Ms D 0, while Ms > 0

helps to improve the spectral properties of the signal. Using a sufficiently large
number of silent subsymbols at the beginning and the end of a block allows to
emulate non-cyclic filters from a cyclic prototype filter response, in order to generate
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FBMC-OQAM and FBMC-FMT bursts. More precisely, Mp is the length of the
prototype filter and Ms D Mp. Lastly, the CP is only compatible with cyclic filters.

Generally, the waveform can become non-orthogonal depending on the use
of specific filters and for a given value of �f and �t. This is addressed in the
final category that consists of the non-orthogonal multicarrier techniques Faster
than Nyquist (FTN) [15] and spectrally efficient frequency division multiplexing
(SEFDM) [18]. The key property of FTN is �t < 1, which results in an increment
of the subsymbol data rate. The isotropic orthogonal transform algorithm (IOTA)
pulse, in combination with OQAM, has been proposed in order to avoid the use
of CP. Since the impulse response of the filter is not cyclic, Mp subsymbols are
silent. Analogously, the idea of SEFDM is to increase the density of subcarriers in
the available bandwidth, i.e. �f < 1. Here, M D 1 because each block consists of
a single subsymbol that is filtered with a rectangular pulse and a CP is prepended
to combat multipath propagation. In this case, regular QAM is employed. Clearly,
the amount of squeezing without severely impacting the error rate performance is
limited. The Mazo limit states that this threshold is around 25 % for both schemes.

1.6 Multi-Service and Multi-User Systems

In [14], a unified framework was proposed for delivering various services. GFDM
has good time and frequency properties to fit into that framework. Namely, one
subcarrier as a guard band is sufficient to divide the resource grid for serving
different applications in an interference free manner. Benefiting from this feature, a
single resource grid can convey various GFDM settings, including frame structure
and pilot pattern, for target applications. This concept is particularly of interest for
base station (BS) which can support programmable transceivers. On contrary, a MS
does not need to have all possible features of GFDM implemented on its PHY, but
only the features that are requested for the services supported by this equipment.

The GFDM time and frequency properties are also beneficial to mitigate the
multi-user interference coming from asynchronous users sharing the resource grid
[19]. With a single subcarrier as the guard band, the spectrum of the different
users does not overlap. As such, the time misalignment among users does not
lead to multi-user interference. Since the side lobes of the subcarriers spectrum are
negligible, only coarse frequency synchronization among the devices is required to
avoid spectrum overlapping due to frequency misalignments.

2 Gabor Transform: Theory Behind GFDM

In order to better understand the common principles of multicarrier modulation,
consider a signal s. When looking at its time-domain representation s.t/, exact
information about the behavior at any time instant is revealed. However, this
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representation contains no information at all about frequency components at
these positions. Instead, the Fourier transform (FT) of the signal provides exact
information about frequency components, but on the other hand, no information
on time-domain behaviour is obtained. The short-time Fourier transform (STFT)
provides time-localized information about frequency components of a given signal
by looking at the FT of the signal multiplied with a time window. However, the
output of the STFT is highly redundant, since time and frequency sampling is kept
independent.

To remove this redundancy, Dennis Gabor proposed in 1947 to represent a signal
as a linear combination of Gaussian functions that are shifted in time and frequency
to positions in a regular grid given by

s.t/ D
X

k2Z

X

m2Z
ak;mg.t �m�T/ exp.j2	�Fkt/: (20)

where �T; �F describes grid distance in time and frequency, respectively and g.t/
describes the Gaussian bell function. Gabor proposed�F�T D 1. This technique is
illustrated in Fig. 11. Gabor selected the Gaussian function as the basis function due
to its best simultaneous localization in time and frequency, so that local behavior
of the signal is most accurately described. According to Gabor, the original signal
is fully characterized by the coefficients ak;m multiplying the Gaussian functions,
establishing the foundation of time-frequency analysis [20]. More precisely, the
uniqueness and existence of such an expansion was later analyzed and it was
shown to critically depend on the density of the grid of time-frequency shifts,

which is defined as the product �
�D �T�F of spacing in time �T and frequency

�F. Oversampled densities � > 1 imply non-unique expansions whereas with
undersampled densities � < 1, the expansion coefficients only exist for certain
signals. For critical densities � D 1, the expansion is unique and only exists for
certain windows.

Fig. 11 Illustration of Gabor
expansion. The expanded
signal is the sum of scaled
time-frequency shifts of a
prototype window. The
scaling factors are given by
the Gabor expansion
coefficients

s(t)

∑
∑

∑
∑

ΔF

ΔT
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Nowadays, the linear combination of time-frequency shifted windows (20) is
known as a Gabor expansion and the calculation of the STFT with a certain window
at a regular grid is known as a Gabor transform with window �.t/ given by [21]

ak;m D
Z

R

s.t/��.t �m�T/ exp.�j2	�Fkt/dt (21)

D hs.t/; �.t �m�t/ exp.j2	�Fkt/i
C
: (22)

The expansion and transform windows are in a dual relation. Accordingly, the
coefficients used to expand to a certain signal with a given window g.t/ are provided
by the Gabor transform of that signal with the dual window �.t/. In case the window
and its dual are equal, i.e. �.t/ D g.t/, the window is said to be orthogonal and
expansion and transform reduce to well-known orthogonal expansion series

s.t/ D
X

k2Z

X

m2Z
hs.t/; gk;m.t/iC gk;m.t/; (23)

with gk;m.t/ D g.t � m�T/ exp.j2	�Fkt/.
A prominent example for Gabor expansion and transform is OFDM, which

performs a Gabor expansion using a finite discrete set of rectangular window
functions with length TS C TCP in time and shifts of 1=TS in the frequency grid.
At the receiver, the dual receiver window are rectangular windows with length TS in
order to achieve orthogonality between subcarriers.

3 Synchronization and Channel Estimation

As depicted in Fig. 2, synchronization and channel estimation are required for
coherent equalization and demodulation. In this section, we introduce some basics
of synchronization and channel estimation for GFDM systems.

3.1 Synchronization

Synchronization can be achieved in GFDM on a block basis, allowing adaptation
of fundamental OFDM solutions to estimate symbol time offset (STO) and carrier
frequency offset (CFO) [22, 23], but low OOB emission is a factor to be specifically
considered in GFDM.

Algorithms originally proposed to OFDM [23–25] can achieve one-shot synchro-
nization using a straightforward proposal of a separated preamble. For instance, this
concept can be exploited with low OOB in the GFDM case by using a windowed
preamble (Fig. 12) for best isolation of data and training sequence, or by embedding
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Fig. 12 Windowed preamble preceding a GFDM data block
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Fig. 13 Embedded midamble in a GFDM data block
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Fig. 14 PCP in a GFDM data block

the training sequence as a midamble [26] (Fig. 13) or by a pseudo circular preamble
(PCP) approach [27] (Fig. 14) for a self containing block transmission.

Classically, consecutive transmission of identical signals allows the exploration
of robust coarse autocorrelation metrics [23, 24]. This can be achieved with
subsymbols configured to carry the same pseudo-noise (PN) sequence data in all
subcarriers in the first two time slots, dc;0 and dc;1, in the preamble case, or two
consecutive time slots in the center of the block for the midamble case, or by the use
of only even or odd subcarriers in the first time slot for the PCP scheme. In the latter
one, the training information can be used to replace the traditional use of the CP
with known cyclic data-aided information and easily achieve soft concatenation of
blocks in continuous transmissions.

In the isolated preamble case, low OOB emission is obtained by pinching the
block boundary, where a windowed preamble precedes a data block and forms a
burst with a double pinching pattern. Different pinching lengths NWp and NWd can
be applied respectively to the preamble and data blocks in order to achieve a desired
emission mask. Regarding the midamble design, low OOB emission can be obtained
by using guard subsymbols to smooth the block boundary, in this case the midamble
and data forms a single burst with one pinching pattern. The midamble is placed
in the center of the block, which minimizes its time difference to any subsymbol
and can later also be used for equalization purposes. And with respect to the PCP
approach, low OOB emission can be obtained by concatenating consecutive blocks,
once in this case the training sequence forms a continuous transmission without
transitions between blocks.

In the following the isolated preamble case will be presented in details.
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Given that rŒn� is a set of received samples containing at least one complete
windowed preamble, the two identical halves are identified with an autocorrelation
metric, which is integrated along the CP and CS length to remove plateau effects
[23, 24], leading to the metric

�Œn� D
0X

�D�NCP

N�1X

kD0
rŒnC �C k��r

	
nC �C kC N

2



; (24)

where N D MK denotes the length of the GFDM preamble. The argument that
maximizes the absolute value of the metric �Œn� is taken as a coarse STO

Onc D argmax
n
j�Œn�j; (25)

while the angle of �ŒOnc� is used to estimate the CFO as

O� D †�ŒOnc�

	
: (26)

The value O� is employed to correct the CFO in the received sequence and a cross-
correlation operation is then performed as

cŒn� D 1

N

N�1X

kD0
rŒnC k��ej2	 O�

N .nCk/pŒk�; (27)

where pŒk� represents the known GFDM preamble.
To suppress side peaks that arise from the two halves and from the CP and CS

parts, cŒn� is combined with�Œn� and an optimized estimation of the STO is obtained
by searching the peak value in the range S D fOnc � N

2
; : : : ; Onc C N

2
g around the

coarse STO estimation by

Ono D argmax
n2S

.jcŒn�jj�Œn�j/ : (28)

Depending on SNR and channel conditions, the search range S can be reduced
in order to decrease implementation complexity. This synchronization procedure is
robust for single path channels, but in a time-variant FSC, the primary echo can be
lower than other echoes and the strongest peak will not represent the correct STO.
Thus, an additional search before Ono can reveal if there is another yet undetected
peak to be considered as the primary one. For samples that do not belong to
the preamble, the output of the cross-correlation can be interpreted as a complex
Gaussian random sequence and a threshold criteria, depending on an acceptable
probability of false alarm pFA, can reveal the presence of multipaths before Ono.

Considering that the first peak of (27) is within the range .Ono � �; Ono� , where
� < NCP is an adjustable parameter, the threshold is defined as



GFDM: A Flexible Multi-Carrier Waveform for 5G 243

5 10 15 20 25
10−2

10−1

100

SNR (dB)

V
ar

[n̂
f]

5 10 15 20 25
10−5

10−4

10−3

SNR (dB)

V
ar

 [ 
 ]ˆ

Fig. 15 Performance evaluation of variance of the fine STO estimation Onf and CFO estimation O�
for the GFDM preamble in a time-variant multipath channel

Table 7 Isolated preamble
parameters

Parameter Value

Mapping QPSK

Transmit filter Rect

Transmit window RC

Roll-off (˛) 0

Number of subcarriers (K) 64

Number of subsymbols (M) 2

CP length (NCP) 16 samples

CS length (NCS) 0 samples

TTh D
r

� 4
	

ln .pFA/

0

@ 1
N
2
� 2�

��X

kD� N
2 C�
jcŒOno C k�j

1

A (29)

and the fine STO estimation for the first multipath is finally given by

Onf D argfirst
Ono��<n�Ono

.jcŒn�j > TTh/ : (30)

The performance evaluation in terms of variance of normalized STO and CFO
estimations is presented in Fig. 15 for the W-GFDM preamble following the
parameters presented in Table 7 but with M D 2.

A wRCŒn� window function with NW D 16 is used, � D 16, pFA D 10�4 and
the time-variant FSC with exponential decaying taps from 0 to �10 dB. For an SNR
range higher than 5 dB the variance of the STO estimation stabilizes within tenths
of a sample due the time variant fading effect in the multipath channel. The variance
of the CFO estimation starts from thousandths of the subcarrier bandwidth and gets
linearly better (in log scale) with increasing SNR.

The results obtained with the double pinching configuration show that burst syn-
chronization can be achieved without penalties to the performance when compared
with the results presented in [25]. The smooth block boundaries at the edges of the
preamble and the data portion of the signal are particularly important as keeping
OOB emission low is an important feature of GFDM.
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3.2 Channel Estimation

Coherent detection used in modern mobile wireless communication standards
requires knowledge of the wireless channel between transmit and receive terminals.
Such channel state information (CSI) is usually obtained by transmitting known
data (a.k.a. pilots) between the transmitted payload. At the receiver the effect of
the wireless channel onto the known data is analyzed and the underlying CSI
is extracted. Wireless channels are usually modelled as time-variant multipath
channels, which are again modelled with the tapped-delay line principle, where
the delays and gains represent the corresponding channel impulse response (CIR).
Because of the variability of the wireless channel due to mobility or changes in the
environment, the CIR changes over time. In this chapter, we assume a block-fading
channel, which implies that the CIR is assumed constant for the duration of one
GFDM block.

Generally, two methods for channel estimation exist: Preamble-based and pilot-
based methods. In the former, a dedicated signal portion is only allocated with
known data. Payload is subsequently transmitted independently of the preamble.
The approach has the advantage that the preamble can be processed separately,
hence reducing estimation complexity. The estimated CIR is then used for the
payload block. In pilot-based methods, known data and payload are multiplexed
and transmitted within the same resource block. In this case, channel estimation
needs to consider if pilots and payload are orthogonal and if not, the payload needs
to be additionally considered in the estimation, increasing estimation complexity.
However, with the multiplexed approach, faster-changing wireless channels can
be utilized, as the payload is virtually transmitted at the same time as the pilots,
compared to the preamble-based approach.

In this chapter, we analyze the pilot-based channel estimation techniques for
GFDM. Consider the GFDM data block vector d to be shared between payload
and pilots such that

d D dd C dp; (31)

where dd contains the payload and dp describes the pilot symbols. Note that a single
time-frequency resource can only be allocated to either pilot or payload, hence dd

and dp cannot be non-zero at the same index and dd ı dp D 0, where ı denotes the
Hadamard (elementwise) product. Accordingly, assuming perfect synchronization,
the received signal y in the time domain is given by

y D eHA.dd C dp/C n; (32)

where n is the AWGN at the receiver and eH D circ.h/ is the channel matrix
performing circular convolution with the CIR h. Transforming the received signal
into the frequency domain yields
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Y D Fy D FeHFH FAdp„ƒ‚…
xp

CFeHFH FAdd„ƒ‚…
xd

CFn; (33)

with F being the unitary Fourier transform matrix. With denoting the channel
frequency response by H D Fh, this is transformed into

Y D diag.H/xp C diag.H/xd C N (34)

D diag.xp/„ ƒ‚ …
Xp

HC diag.xd/„ ƒ‚ …
Xd

HCN: (35)

With the introduced notation, the final system model used for deriving the estimation
algorithms is hence given by

Y D XpHC XdHC N; (36)

where Xp is a diagonal matrix with the known pilot signal in the frequency domain
(FD) on the diagonal. Xd is a random diagonal matrix with the payload signal in
the frequency domain on the diagonal. Hence, the linear model in (36) describes
the received signal Y to be constructed of a deterministic part XpH, a payload
interference part XdH and a noise part N. The influence of the payload interference
is a significant difference from channel estimation for OFDM systems, where pilots
and payload are separated with the Fourier transform. This on the one hand increases
estimation complexity, but on the other hand enables to achieve a higher resolution
in frequency domain for the estimation. From the model (36) we can now derive
several basic estimators.

3.2.1 Least-Squares Channel Estimation

Direct application of Least Squares (LS) or ZF estimation results in

bHLS D XC
p Y (37)

D HC XC
p XdHCXC

p N; (38)

where XC
p denotes the pseudoinverse of Xp. This estimator is unbiased, however

it does not use any a-priori knowledge of the channel behaviour. Apparently, the
noise is directly added to the estimation and noise enhancement occurs due to the
multiplication with the pseudo inverse. Let �p D XC

p , the mean-squared error
(MSE) of this estimator is given by

MSE.bHLS/ D EŒ.bHLS �H/H.bHLS �H/� (39)

D EŒ.HHXH
d �H

p C NH�H
p /.�pXdHC �pN/� (40)

D EŒHHXH
d �H

p �pXdH�C EŒNH�H
p �pN�; (41)
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where the last step follows since H and N are uncorrelated. In the first term, both
H and Xd are random variables, however as Xd is diagonal, only element-wise
multiplication of the random variables appears. Accordingly, the MSE is expressed
as [28, Chap. 5.0.5]

MSE.bHLS/ D tr.�H
p �p.RHH ı RXdXd//C �2n tr.�H

p �p/; (42)

where RHH and RXdXd denote the covariance matrices of the channel H and the
data Xd, respectively. Apparently, the MSE consists of two terms, where only
one depends on the channel noise. Hence, an error floor due to interference is
expected, coming from overlapping payload and pilot signals. In order to improve
the estimation performance one can apply the knowledge of the maximum channel
length, which is given by the CP of the used system. Hence, the CIR is obtained
by IDFT of the estimated frequency response, truncated after the NCPth sample and
transformed back into the frequency domain. The improved estimate bHLS;t is then
given by

bHLS;t D FTFH�pY; (43)

where T performs the truncation, being a diagonal matrix where only the first NCP

elements of the diagonal are 1. Let U D FTFH, the resulting MSE is calculated by

MSE.bHLS;t/ D tr.�H
p UHU�p.RHH ı RXdXd//C �2n tr.�H

p UHU�p/ (44)

3.2.2 Linear MMSE Channel Estimation

Starting from the linear model (36), a linear MMSE (LMMSE) estimator can be
directly derived, given by

bHLM D RHYR�1
YYY; (45)

where RYY and RHY are given by

RHY D RHHXH
p (46)

RYY D XpRHHXH
p C RHH ı RXdXd C �2n I: (47)

The calculation of the LMMSE estimator requires a-priori knowledge of the
autocorrelation of the channel, i.e. the power delay profile needs to be known in
advance. For example, this can be accomplished averaging over LS-estimates. The
expected MSE for the LMMSE estimator is given by

MSE.bHLM/ D tr.RHH � RbHLMbHLM
/ (48)

D tr.RHH � RHYR�1
YYRH

HY/ (49)
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Table 8 System parameters
used for simulation

Parameter Symbol Value

Number of subsymbols M 7

Number of subcarriers K 64

Cyclic prefix length NCP 12

Prototype filter gŒn� RC

Rolloff factor ˛ 0.5

Channel power delay profile Exponential

3.2.3 Pilot Structure and Simulation Results

In this section, we compare the estimation accuracy of the three presented channel
estimation algorithms. We use the pilot structure shown in Fig. 16. The system
parameters for the presented evaluation are given in Table 8.

For the simulation either two (p1, p2) or only one (p1) pilot subsymbols were
used. Considering (42) and (44), the noise enhancement depends on the pseudo-
inverse of the pilot signal. Accordingly, care needs to be taken when designing this
signal. Values close to zero in the frequency domain of the pilot signal need to be
avoided in order to not increase the noise. In the present simulation, Zadoff-Chu
sequences are used for pilots on each subsymbol, where the sequence on the second
pilot subsymbol is a circular shift of the first pilot subsymbol. This way it can be
assured that both pilot sequences do not add up to zero in the frequency domain.

The estimation performance for all proposed estimators is shown in Fig. 17.
Apparently, the naive LS estimation shows the worst estimation performance. The
application of a-priori knowledge of the channel length significantly reduces the
estimation MSE. Both LS estimators exhibit high error floors resulting from the
interference part of the GFDM block, which is not accounted for in the estimation.
On the other hand, the LMMSE estimator provides a significantly improved
estimation performance, since it also takes self-interference into account. With this,



248 M. Matthé et al.

0 10 20 30 40 50 60 70
10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

LS

LS with truncation

LMMSE

SNR

M
SE

1 pilot subsymbol
2 pilot subsymbols

Fig. 17 Mean squared errors of proposed estimators

the error floor is significantly reduced. In overall, the estimation performance is
far superior compared to LS estimators. However, the LMMSE estimator requires
knowledge of channel statistics.

In Fig. 17 the estimation performance is presented for both one and two used
pilot subsymbols. According to the simulation, for LS estimation, the addition of the
second pilot subsymbol reduces the error floor by roughly one order of magnitude
and improves estimation by 3 dB SNR. With the LMMSE estimator, performance
improves by roughly 1 dB, and the error floor is also reduced. However, for the
LMMSE estimation, the improvement from addition of the second subsymbol is
marginal compared to the improvement of LS estimators.

4 Multi-Antenna Systems

A 5G waveform must be compatible with MIMO techniques in order to achieve
the necessary robustness and throughput in mobile environments. In this section,
we introduce space time block code for GFDM to achieve transmit diversity.
Furthermore, near-maximum likelihood (ML) detection algorithms are presented
for MIMO systems using GFDM based spatial multiplexing (SM).
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4.1 Space Time Block Code

This section describes a simple approach to achieve transmit diversity with GFDM,
using time-reverse space time code (TR-STC), which has been proposed by Al-
Dhahir [29] as a space time code (STC) for single carrier transmission over
frequency-selective channels. The proposal takes two subsequent data blocks xi and
xiC1 of length N which are separated by a CP. Let their corresponding discrete
Fourier transforms be X.�/ D Fx.�/, and F denotes the unitary Fourier transform
matrix. Then, for two subsequent time slots the transmit signals on both antennas
are given by

Antenna 1 Antenna 2
Block i FHXi �FHX�

iC1
Block iC 1 FHXiC1 FHX�

i ,
(50)

where i is an even number and .�/H is the transpose-conjugate operator. Note that
the name “time-reversal space-time coding” is reasoned by the property

.FHX�
i /n D x�

i Œh�niN � (51)

of the discrete Fourier transform.
At the receiver, after removing the CP, the CIR hj;l between the jth transmit

and lth receiving antenna circularly convolves the transmitted signals. Then, their
frequency domain representation is calculated. Accordingly, assuming a block-
fading channel during the transmission of two subsequent blocks, the frequency
domain of the received blocks are given by

Yi;l D H1;lXi �H2;lX�
iC1 CW1;l (52)

YiC1;l D H1;lXiC1 CH2;lX�
i CW2;l; (53)

where Hj;l D diag.Fhj;i/. STC combining can then be carried out in the frequency
domain according to

bXi D H�1
eq

LX

lD1
H�
1;lYi;l CH2;lY�

iC1;l
(54)

bXiC1 D H�1
eq

LX

lD1
H�
1;lYiC1;l �H2;lY�

i;l;

where Heq D
2X

jD1

LX

lD1
H�

j;lHj;l (55)
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and L is the number of receiving antennas. Finally, going back to the time domain
with the inverse Fourier transform yields the estimates of the transmitted blocks

Oxi D FHbXi: (56)

When now identifying fxigiD0;1 with two subsequent GFDM blocks, we can
apply the proposed STC technique to achieve transmit diversity. At the transmitter
the GFDM modulated data blocks are space-time encoded with the technique above.
At the receiver, the GFDM data blocks are recovered from the STC, yielding
transmit diversity, and subsequently demodulated by the GFDM demodulator.

4.2 Spatial Multiplexing

Consider a R � T SM MIMO GFDM system with no transmit CSI and perfect CSI
at the receiver side. The transmit signal of the tth transmit antenna is given by

xt D Adt; (57)

where A is the GFDM modulation matrix and dt contains the transmit data of the
tth antenna, taken from the set S of constellation symbols. The signal at the receive
antennas can then be compactly written as

2

6
4

y1
:::

yR

3

7
5

„ƒ‚…
y

D

2

6
4

H1;1A : : : H1;TA
:::

: : :
:::

HR;1A : : : HR;TA

3

7
5

„ ƒ‚ …
eH

2

6
4

d1
:::

dT

3

7
5

„ƒ‚…
d

Cn; (58)

where eH represents the equivalent channel of the MIMO system. Hr;t denotes the
circulant channel matrix between the tth transmit and the rth receive antenna, d
contains all dt and n describes AWGN with covariance N0IRN . The transmit symbols
are energy-normalized such that EŒddH� D I.

4.2.1 Near-ML Detection

At the receiver, the ML solution Od for (58) is

Od D arg max
d2S U

ky � eHdk2; (59)

where U D TMjK j denotes the number of transmitted symbols per block and
K is the set of allocated subcarriers on each antenna. Obviously, applying a
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brute-force solution to (59) is prohibitively complex and hence, solutions with
reduced complexity are of interest. In the orthogonal system OFDM eH can be
block-diagonalized by the discrete Fourier transform (DFT), so that (59) reduces
into jK j problems of dimension T. For each of these problems, a sphere decoder
(SD) [30] can be applied to find the optimal ML solution. However, since the
Hr;tA cannot be simultaneously diagonalized, FD decoupling cannot be achieved in
GFDM. To overcome the complexity issue, a combination of successive interference
cancellation (SIC) with SD which achieves near-ML performance in high-SNR
regimes is presented in the following.

Let the MMSE sorted QR-decomposition (SQRD) [31] of eH be

	 eHp
N0I



D
	

Q1

Q2



RPT: (60)

There, the matrix P permutes the columns ofeH prior to decomposition. The received
signal is multiplied with QH

1 , yielding [31]

Qy D QH
1 y D RPTd �

p
N0QH

2 PTdCQH
1 n; (61)

where the first, second and third term represent the useful signal, interference traded
off for reduced noise enhancement and channel noise, respectively. The interference
is ignored to yield

Qy D R QdC Qn (62)

with Qd D PTd and Qn D QH
1 n. Still, the problem in (62) is of dimension U � U

and direct application of SD requires prohibitive complexity. Instead, we introduce
a factor S that divides the problem of size U into a chain of U=S problems of size S
each. These subproblems are then subsequently solved. The proposed algorithm is
given by

while Dim.Qy/ > 0 do
OQdS D SD.QyS;RS;S/ F Jointly detect last S streams.

Qy Qy � RW;S OQdS F Cancel interference.
Qy QyNS, R RNS;NS F Reduce system size.

end while.

There, the subscripts S; NS; W denote the last S, all but the last S, and all elements of
the subscripted object, respectively. For matrices, two subscripts are used, where
the first operates on rows and the second operates on columns. The proposed
algorithm first performs joint detection of a subset of size S of the complete
problem. Afterwards, this detection is considered to be correct and the interference
is cancelled from the remaining problems. Subsequently, it proceeds to the next
subset until all subsets are processed. With the parameter S, detection complexity
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Table 9 System parameters used for simulation

Parameter Symbol Value

GFDM # subsymbols, # subcarriers M;K 5, 32

# allocated subcarriers jK j 16

Prototype filter gŒn� RC, ˛ D 1

OFDM Block length N 160 D MK

# allocated subcarriers 80 D MjK j
General CP length NCP 16

Modulation S 64-QAM

# transmit, receive antennas T;R 2� 2

Channel PDP Exponential, 0 to �10 dB, NCP taps
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Fig. 18 SER performance of proposed the detection algorithm in a fading multipath channel

and performance can be controlled, since with S D 1, standard SIC detection [31]
with low complexity and with S D U, full ML detection with prohibitive complexity
is performed.

In Table 9 the system parameters used for performance simulation of the
proposed algorithm in independent Rayleigh-fading multipath channels are given. In
Fig. 18, we compare the uncoded SER performance of the proposed algorithm with
common detection methods for OFDM. For reference, also the SER performance
for ZF equalization is provided, which shows that the SER of GFDM is 3 dB worse
than OFDM due to the self-interference of the GFDM system. However, with the
proposed algorithm, the SER of GFDM is found to be below that of OFDM both
for pure SIC (S D 1) and SIC+ML (S D M) detection already at a SER of
� 5 � 10�2. Note that for S D M, all subsymbols on one GFDM subcarrier are
detected simultaneously. Since one subsymbol is transmitted on several frequency
samples in GFDM, frequency diversity can be inherently exploited. This property
cannot be achieved with OFDM, since for OFDM only one frequency sample is
available for each symbol. Accordingly, GFDM can achieve a lower SER than
OFDM for higher SNR values.
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4.2.2 Soft MIMO Detection

After the invention of turbo codes, the concept of iterative decoding has been
extended and has found tremendous applications in the transceiver design for
wireless communications systems. Particularly, the detector as one key functional
unit at the receiver shall not only estimate the transmitted symbols, i.e., hard output,
but also provide the reliability information of them, i.e., soft output. In short, soft
detection algorithms are necessary for iterative receiver designs.

Assume the data symbol vector d 2 S U is generated from the codeword

c 2 f0; 1gL with L
�D U log2 jS j. The optimal soft detector computes the

a-posteriori log-likelihood ratio (LLR) of the lth code bit cl in the code bit vector c
according to [32]

�
Œp�
l D log

"P
cWclD1 P.cjy;eH/

P
cWclD0 P.cjy;eH/

#

D log

"P
cWclD1 P.yjc;eH/P.cI�Œa�l /

P
cWclD0 P.yjc;eH/P.cI�Œa�l /

#

; (63)

where the a-priori distribution of the codeword, i.e., P.cI�Œa�l /, is parameterized by

the a-priori LLRs f�Œa�l g fed back from the decoder

P.cI�Œa�l / D
L�1Y

lD0
P.cl/ D

L�1Y

lD0

ecl�
Œa�
l

1C e�
Œa�
l

: (64)

In the case of MIMO-GFDM, the presence of ICI and ISI requires us to marginalize
the distribution P.cjy;eH/ over the complete codeword c except cl for obtaining �Œp�l .
For practical codeword lengths, approximations are evidently inevitable.

One possible approximation is to extend the above presented SIC-ML detection
algorithm by applying the soft-input soft-output SD [30] instead of hard-input
hard-output SD. As low complexity alternatives to SD for near-optimum soft
MIMO detection, Markov chain Monte Carlo (MCMC) methods have been widely
researched in the literature, e.g. [33–36]. Instead of using tree search to locate the
most likely transmitted data symbols, they use Gibbs samplers to generate promis-
ing candidates based on a proposal distribution. While preserving near-optimum
detection performance, it is possible to reduce exponential detection complexity
to polynomial complexity. One issue with the MCMC technique discovered in the
literature is the stalling problem, typically occurring at high signal-to-noise ratios
(SNRs). The produced candidate set only consists of local optimums. To tackle this
problem, we can activate multiple Gibbs sampling process, each of which generates
samples independently [34]. We can also control the Gibbs sampler by a temperature
parameter, e.g., in [35] and [37]. For more details, we refer readers to [38].
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5 Proof-of-Concept: MIMO-GFDM Demonstrator

The development of a proof-of-concept GFDM transceiver with Software-Defined
Radios is an important step from theory towards practice. Therefore, the described
GFDM MIMO System is implemented on the National Instruments (NI) USRP-RIO
2953R platform. This section briefly describes the development of a 2 � 2 MIMO-
GFDM demonstrator including the employment of TR-STC for achieving diversity
gain, and preamble-based synchronization and channel estimation.

5.1 Implementation Model

An overview of the processing blocks used to implement the transmitter and receiver
can be found in Fig. 19.

At the transmitter, the inputs d1 and d2 are two data vectors that carry N QAM
symbols each. They are respectively filtered by a set of circular filters, yielding the
modulated waveforms xd;1 and xd;2. Those two signals are fed to the TR-STC block,
which applies the space-time block coding as described in Sect. 4.1. Next, the two
predefined preamble signals xp;1 and xp;2 are acquired from a look-up table (LUT).
From this point, all six signals undergo the same processing steps of CP appending
and windowing. Lastly, the frame is assembled according to the structure displayed
in Fig. 20. The samples of the two channels passed to the hardware are collected in
x1 and x2.
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On the receiver side, the software-defined radio (SDR) hardware provides the
received signals y1 and y2, which each contain twice as many samples as in one
transmitted frame. The signal on the first channel is used to obtain the start index of
the frame s through cross-correlation with the known preamble. In the subsequent
extraction blocks, the received signals y1 and y2 are split up into four data blocks
yd;11, yd;12 and yd;21, yd;22 and four preamble blocks yp;11, yp;21, yp;22 and yp;12, where
the first index indicates the receive antenna and the second index corresponds to the
time slot. The CP is removed in the same step. The channel estimation block uses the
reference preamble signals xp;1, xp;2 to calculate the channel impulse responses h11,
h12, h21, h22 based on the LS criterion. In the following block, the channel responses
are resampled and then used by the space-time decoder to combine the received
samples according to (54). The results are the estimated receive samples Oxd;1 and
Oxd;2. These are then passed to the GFDM demodulator, which implements a linear
receiver, i.e., ZF, to detect the data symbols Odd;1 and Odd;2. From the constellation
points the error vector magnitude (EVM) and instantaneous SER can be used to
evaluate the system performance later on.

5.2 Demonstrator Setup

The demonstrator consists of two terminals, one configured as transmitter and
another set as receiver, as presented in Fig. 21. Each terminal is connected to a
controlling PC and to a GPS reference clock to eliminate frequency offsets. On
the transmitter host PC, data is generated, modulated with the GFDM waveform and
TR-STC encoded. Table 10 presents the relevant parameters used in this experiment.
The digital in phase and quadrature (IQ) samples are transferred via a PCI-Express
connection to the transmitter front-end, which then performs digital to analog
conversion and sends the signal over the air. At the receiver side, the IQ samples
are captured and passed to the receiver host PC via the PCI-Express connection,
where the waveform is demodulated.

Fig. 21 Schematic overview
of the hardware setup LabVIEW
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Control PC Control PC
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RF0 RF1 RF0 RF1

USRP-RIO
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Table 10 Parameters used in the demonstrator

Parameter Variable Value

Number of subcarriers (data) K, Kp 128

Number of subcarriers (preamble) Kp 128

Number of subsymbols (data) M 15

Number of subsymbols (preamble) Mp 5

Number of transmit samples (data) N D KM 1920

Number of transmit samples (preamble) Np D KpMp 1920

Set of active subcarriers (data) Kset 11 to 54

Set of active subcarriers (preamble) Kp; set 10 to 55

Set of active subsymbols (data) Mset 1 to 15

Set of active subsymbols (preamble) Mp; set 1 to 5

Prototype subcarrier filter g RRC

Prototype filter roll-off ˛ 0.4767

Window coefficients w
Window function roll-off ˇ 0.5

Length of window flanks Nw D ˇK 32

Maximum channel delay spread Nch

Length of cyclic prefix NCP D Nch 32

Modulation order Mu 4

Number of channels – 2

Center frequency – 1.99 GHz

Sampling frequency – 10 MHz

Transmitter gain – 0 dB

Receiver gain – 0 dB
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Fig. 22 Comparison of measured and simulated spectrum

Figure 22 shows the measured spectrum from a spectrum analyzer and compares
it with simulation results. The measured OOB radiation is at around �48 dB.
This result is achieved due to the pulse shaping filter applied at each subcarrier.
Therefore, GFDM is favorable in communication scenarios with highly fragmented
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spectrum or in CRs. In [39], the authors have shown that GFDM has less influence
and disturbance to legacy systems than OFDM. The simulated OOB level is con-
siderably lower than the measured OOB level because it does not take into account
the spectrum analyzer sensitivity and RF impairments, such as IQ-imbalance and
nonlinearities, introduced by the USRP front-end.

6 Summary

The various scenarios and applications that must be covered by 5G networks will
demand an unprecedented flexibility of the PHY layer. Although using a specific
waveform to address the requirements of each scenario is one option, it is more
desirable to have a single waveform that can be shaped to deal with the challenges
imposed by the different applications. This chapter has proved GFDM to be a
flexible multicarrier modulation that can be tuned to cover the major 4G and 5G
waveforms. Namely, it has an efficient time-frequency resource grid for conveying
information. This has been well exemplified in the context of Gabor transform.
On top of it, OQAM can be applied in both time and frequency domains to
obtain an orthogonal system. Precoding can be used to broaden the flexibility even
more, for instance, precoding matrices can be used to achieve higher performance
over frequency selective channels or lower OOB emissions. Roughly synchronized
devices can share the time-frequency grid by using a single subcarrier as guard-
band, while an efficient use of the CP can deal with long channel delay profiles
and time-misalignments among the users. The overall GFDM performance can be
further enhanced by MIMO techniques. All these features make GFDM a strong
candidate for the 5G PHY layer.

This chapter has also addressed the receiver design for GFDM-based systems.
It covers synchronization, channel estimation and MIMO detection. As an important
step from theory to practice, the development of a MIMO-GFDM demonstrator has
been presented at the end of this chapter.
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Spectrally Efficient Frequency Division
Multiplexing for 5G

Izzat Darwazeh, Ryan C. Grammenos, and Tongyang Xu

Abstract The focus of this chapter is on novel multi-carrier communication
techniques, which share the common goal of increasing spectrum efficiency in
future communication systems. In particular, a technology termed Spectrally Effi-
cient Frequency Division Multiplexing (SEFDM) is described in detail outlining
its benefits, challenges and trade-offs when compared to the current state-of-the-
art. A decade of research has been devoted to examining SEFDM from different
angles; mathematical modelling, algorithm optimisation, hardware implementation
and system experimentation. The aim of this chapter is to therefore give a taste
of this technology and in doing so, the chapter is organised as follows; first, it
is explained how SEFDM fits within the remit of future 5th Generation (5G)
communication systems; second, the design principles and implementation trade-
offs associated with SEFDM systems are described; third, a number of linear
and more sophisticated polynomial detection schemes are compared in terms of
performance and complexity; finally, the chapter concludes by outlining a number
of experimental testbeds which have been developed for the purpose of evaluating
the performance of SEFDM in practical scenarios.

1 Introduction

1.1 Transition from 4G to 5G

The beginning of the twenty-first century has been marked by a pressing need
for more spectrum [9]. Networks are confronted with an ever-growing number
of users who run bandwidth-hungry applications using a wide range of devices.
Yet, spectrum is a scarce and an expensive resource. This fact coupled with users’
demand for higher data rates, better Quality of Service (QoS) and lower costs, has
led telecommunication operators and engineers to recognise that the best means
for increasing capacity in future communication systems is via improved spectrum
efficiency.
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To this end, academia and industry are working together to define the
characteristics of the next communication standard, commonly referred to nowadays
as 5G systems [4]. Emerging technologies and disruptive ecosystems, such as
machine-to-machine (M2M) communications and the Internet of Things (IoT),
are also considered to be important pieces of the 5G puzzle and come under the
umbrella of the recently coined term tactile Internet [18]. Two major European
projects addressing 5G are METIS [20] and 5GNOW [76]. In particular, 5GNOW
explores novel physical layer schemes which use non-orthogonal waveforms to
overcome the strict orthogonality and synchronisation criteria specified in existing
systems.

In line with these innovative projects, this chapter describes a novel Multi-carrier
Modulation (MCM) scheme termed SEFDM, which promises to deliver bandwidth
savings at the expense of receiver complexity [50].

1.2 Multi-Carrier Schemes for 5G

Modulation schemes for high-speed data transmission have been of continuing inter-
est for well over half a century [34]. The advancement of modern communication
systems, however, can be attributed to the use of MCM techniques, which provide
better immunity against multipath fading compared to single carrier schemes.

While Orthogonal Frequency Division Multiplexing (OFDM) is regarded as one
of the key technology enablers in 4th Generation (4G) mobile telecommunication
networks [73], it has certain disadvantages which make it inapt for spectrum
optimisation, as depicted in Fig. 1. Thereby, MCM techniques aimed at improving
spectrum utilisation are gaining increasingly more attention by the academic
community and the business world across the globe [68]. These techniques propose
the packing of more data within a conventional time-frequency plane by:

• Deliberately and counter-intuitively violating the orthogonality principle defined
for OFDM systems, hence reducing the frequency spacing between the sub-
carriers to save bandwidth or increasing the data rate within the same bandwidth.

• Transmitting non-orthogonal pulses with special properties.
• Applying advanced detection algorithms at the receiver, such as Sphere Decoding

(SD), which has been made feasible due to advances in silicon technology.

One of the first systems designed to increase the data rate relative to an OFDM
system was OFDM/Offset Quadrature Amplitude Modulation (OQAM) [33]. This
was achieved by discarding the guard interval. As a result, alternative prototype
functions providing good localisation in the time domain had to be employed to
mitigate the effects of Inter-symbol Interference (ISI). The use of non-orthogonal
functions offered new degrees of freedom favouring the design of improved pulses
which were better-suited for minimising the Inter-carrier Interference (ICI) and
ISI effects present in frequency-selective and time-dispersive channels [52]. An
example of a prototype function offering quasi-optimum localisation is the Isotropic
Orthogonal Transform Algorithm (IOTA) function which is generated by applying
an IOTA filter to a Gaussian function [43].
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Fig. 1 Transition from 4G to 5G: challenges and promising solutions

In retrospect, a number of systems have been explored with the aim of increasing
spectrum efficiency through bandwidth savings and/or flexible frequency allocation
[70]. Examples of systems which reduce spectrum utilisation by half but constrained
to one-dimensional (1D) modulation schemes include Fast Orthogonal Frequency
Division Multiplexing (FOFDM) [65] and M-ary Amplitude Shift Keying (ASK)
OFDM (MASK-OFDM) [77]. Systems designed to operate with two-dimensional
(2D) modulation methods include High Compaction MCM (HC-MCM) [29], Over-
lapped FDM (Ov-FDM) [44], Faster than Nyquist (FTN) signalling [3], Frequency
Overlapped Multi-carrier System (FOMS) [54], as well as SEFDM [66].

FTN systems increase the data rate within the Nyquist signal bandwidth at the
expense of introducing additional ISI [53]. This was proved in 1975 by Mazo [55],
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who showed that for a reduction in transmission bandwidth by a factor � D 0:8

with reference to conventional Nyquist pulses, the signalling rate can be increased
by . 1��

�
/ � 100 D 25% without a penalty in error performance [55]. This concept,

however, was validated only for 1D modulation schemes, such as Pulse Amplitude
Modulation (PAM), ASK and Binary Phase Shift Keying (BPSK). In 2005, Rusek
and Anderson [3] extended the concept to both a 2D and multi-carrier space, for
example 16-Quadrature Amplitude Modulation (QAM) modulation [67] and multi-
stream FTN signalling [3].

A different system that offers sidelobe mitigation, pulse shaping and interfer-
ence cancellation, is Generalized Frequency Division Multiplexing (GFDM) [19].
GFDM reduces out-of-band radiation, thanks to Raised Cosine (RC) pulse shaping,
and improves signal detection with the aid of tail biting techniques. Tail biting
allows a circular structure to be maintained in each transmitted block, thus inducing
cyclostationarity. OFDM is in fact a special case of GFDM with the number of
blocks set equal to one [61]. It has been demonstrated that GFDM is well-suited for
allowing a secondary system employing this multi-carrier scheme to be overlaid on
top of an OFDM primary system [56] for use in Cognitive Radio (CR) applications.
GFDM may be classified as a filterbank multi-carrier technique [17], the latter
regarded as a promising method for allowing agile waveforming over fragmented
spectrum [58] and for controlling spectral leakage.

The non-orthogonal concept may also be applied in multiple access scenarios
such as sparse code multiple access (SCMA), non-orthogonal multiple access
(NOMA) and multi-user shared access (MUSA). These techniques can superimpose
signals from multiple users in the code-domain or the power-domain to enhance
system access performance.

NOMA [69] is a non-orthogonal multiple access scheme in the power domain.
Multiple users are superimposed with different power gains and separated via a
Successive Interference Cancellation (SIC) detector at the receiver. MUSA [30]
is an advanced multi-carrier Code Division Multiple Access (CDMA) system,
which allows multiple users to transmit at the same time and frequency. Unlike
the typical CDMA spreading sequence, MUSA employs non-orthogonal complex
spreading sequences at the transmitter to modulate signals of each user leading
to a denser deployment of existing resources. At the receiver, an advanced SIC
detection algorithm is operated to remove the interference and recover each user’s
data. In SCMA [59], symbols from multiple users are sparsely spread in multiple
layers which overlap in the frequency domain to enable non-orthogonal multiple
access. All these non-orthogonal multiple access schemes aim to non-orthogonally
superimpose multiple existing orthogonal waveforms from different users.

1.3 Spectrally Efficient Frequency Division Multiplexing
(SEFDM)

SEFDM is a non-orthogonal multi-carrier technique which plays an important
role in the area of non-orthogonal waveform design. It has similar aims and
characteristics to other non-orthogonal multi-carrier systems, for example FTN,
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Fig. 2 Aims and developments of non-orthogonal multi-carrier schemes

GFDM and FOMS, as illustrated in Fig. 2. The legend keys correspond to the
following descriptions:

• UCL: This refers to the team working on SEFDM. The team is led by Izzat
Darwazeh who is affiliated with University College London (UCL), United
Kingdom. Notable researchers (current and alumni) working on SEFDM include:
M.R.D. Rodrigues, I. Kanaras, A. Chorti, R.G. Clegg, S. Isam, M.R. Perrett, R.C.
Grammenos, P.N. Whatmough and T. Xu.

• Lund: This refers to the team working on FTN. The team is led by John B.
Anderson who is affiliated with Lund University, Sweden. Notable researchers
include: F. Rusek, V. Öwall and D. Dasalukunte.

• Dresden: This refers to the team working on GFDM. The team is led by Gerhard
Fettweis who is affiliated with Dresden University, Germany.

• Oulu: This refers to the team working on FOMS. The team is led by Tadashi
Matsumoto who is affiliated with Oulu University, Finland.

The history of SEFDM can be traced back to 2002 when an OFDM based tech-
nique termed FOFDM [65] which doubled the data rate was proposed. Subsequently,
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Table 1 Timeline of SEFDM research and development

Year Literature

SEFDM principles

2002 – Fast OFDM proposal [65]

2003 – SEFDM proposal [66]

2012 – SEFDM: a near-decade review [12]

SEFDM transmission

2010
– SEFDM signal generation using IDFT based techniques [36]

– A precoded SEFDM system [35]

2012 – Characterisation of the self-created interference in SEFDM systems [39]

SEFDM detection

2008
– A combined MMSE-ML technique for the detection of SEFDM signals [46]

– Near optimum detection for SEFDM systems [47]

2009
– A pruned SD algorithm for use in SEFDM systems [48]

– Semi definite programming detection for SEFDM systems [49]

– Evaluating the trade-off between performance and complexity for different
SEFDM receivers [50]

2010
– A fast constrained sphere decoder for use in SEFDM systems [51]

– Joint channel equalisation and detection of SEFDM signals [11]

2011
– Detection of SEFDM signals using a truncated SVD approach [41]

– Evaluation of fixed complexity SEFDM receivers [37]

– Reducing the PAPR in SEFDM systems [38]

2012 – Robust channel estimation in SEFDM systems [40]

2013
– DSP evaluation of SEFDM detection techniques [26]

– Improving the detection of SEFDM signals through soft decision [84]

2014
– Detection of SEFDM signals for higher order modulation schemes [79]

– Block SEFDM: Reducing the complexity of SEFDM using a multi-band
architecture [80]

– Bandwidth saving in a multi-path fading channel using turbo equalisation [78]

SEFDM implementation

2011
– FPGA implementation of a reconfigurable SEFDM transmitter [62]

– VLSI architecture for a reconfigurable SEFDM transmitter [74]

– FPGA design of a truncated SVD based SEFDM receiver [27]

2012
– Verification and evaluation of an FPGA based SEFDM transmitter [63]

– Hardware implementation of a reconfigurable SEFDM receiver [25]

2013 – FPGA implementation of a real-time FSD detector for use in SEFDM systems [83]

Other SEFDM systems

2009 – Application of SEFDM in physical layer security [10]

2014 – The first experimental optical SEFDM system [13]

2015
– Practical implementation of a beyond LTE-Advanced SEFDM system [82]

– First demonstration of a radio-over-fibre SEFDM system [57]

– Transmission of a 24 Gb/s Dual Polarization Coherent Optical SEFDM signal [60]
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the principle of SEFDM was proposed in 2003 [66] to overcome the limitations
encountered with FOFDM, as discussed in Sect. 2.1. Since then, a number of
researchers have worked on different aspects of SEFDM signals ranging from novel
algorithms and techniques to generate and detect such signals, through to their
practical implementation using state-of-the-art hardware devices. Table 1 gives an
account of the key milestones achieved during the study of SEFDM signals over the
last decade.

2 SEFDM Design Issues

The ever-increasing demand for higher data rates and improved coverage has called
for a change of regime with the ultimate goal of optimising spectrum utilisation.
SEFDM was developed to address the limits imposed upon spectral efficiency in
OFDM systems and offers trade-offs in complexity and performance for diverse
bandwidth compression rates.

2.1 Preliminary Concepts

Taking into account that the Cyclic Prefix (CP) in OFDM systems reduces band-
width efficiency by a factor of N

NCNg
, where N is the number of sub-carriers and

Ng is the length of the CP in terms of discrete time samples, the first attempts to
improve spectral efficiency focused on removing the CP and replacing rectangular
pulses by pulses which were better localised in the time and frequency domains to
avoid ISI. This alternative scheme termed OFDM/OQAM, which offsets the data
timing by half a symbol, can guarantee orthogonality between sub-carriers only for
real-valued symbols [43].

One of the key publications examining the relationship between time, frequency,
orthogonality and bandwidth efficiency appeared in 1945 by Gabor [21]. This work
along with the work by Mazo [55] inspired the pursuit of systems like Multi-
stream FTN [3], GFDM [19], Filterbank Multi-carrier (FBMC) [16] and SEFDM.
Furthermore, the use of FTN and SEFDM has been extended beyond wireless
systems to optical links, as they appear in the work by Colavolpe [6] and Darwazeh
[13], respectively. These techniques may be subsumed under one term as time-
frequency packing. A timeline of the fundamental concepts, methods and systems
developed over the years for time-frequency packing is illustrated in Fig. 3.

In a conventional Frequency Division Multiplexing (FDM) system, the frequency
spacing between the sub-carriers is such that it obeys Nyquist’s first criterion, also
known as the Nyquist ISI criterion, which is the condition for zero ISI between
transmitted symbols [64]. As the name suggests, FTN results in the transmission
of more data within the minimum bandwidth specified by the Nyquist criterion.
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Fig. 3 Timeline of spectrally efficient concepts and non-orthogonal communication techniques

This causes ISI which for a multi-carrier system also leads to ICI. Pulse shaping
filters are therefore employed whose bandwidth and spectral shape determine how
closely adjacent sub-carriers overlap with each other. Achievable information rates
for FTN have been investigated recently [85]. While the focus here is on SEFDM,
as proposed by Rodrigues and Darwazeh in 2003 [66], FTN, GFDM and SEFDM
have a number of characteristics in common, such as:

• Aiming to increase spectral efficiency or favouring flexible bandwidth allocation;
• Using multi-carrier modulation similar to OFDM;
• Exploiting non-orthogonal signalling at the expense of self-created interference;
• Making use of pulse shaping filters to mitigate ISI (in FTN and GFDM);
• Employing iterative, tree-search and soft-decoding detection algorithms to

recover the transmitted data successfully.

FOFDM [65] and MASK-OFDM [77] are special cases of spectrally efficient
multi-carrier systems. These techniques operate only for non-complex modulation
schemes, in other words 1D signals, such as BPSK and ASK, allowing the spacing
between the sub-carriers to be reduced by half relative to a conventional OFDM
system. This limitation motivated the invention of SEFDM [66], which allows the
use of complex modulation schemes, such as M-QAM with M > 2. SEFDM offers
an additional degree of freedom over OFDM by relaxing the stringent orthogonality
constraint defined for OFDM. The attractiveness of SEFDM compared to other
spectrally efficient techniques is the fact that it does not require special pulse shaping
functions. Instead, it uses rectangular pulse shaping as in OFDM.

2.2 SEFDM Signals

SEFDM is based on similar key principles to OFDM in that a high data rate serial
input stream is split into N parallel, overlapping sub-carriers. Consequently, the
conventional transceiver for SEFDM, as originally proposed in [66], resembles
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Fig. 4 Conceptual architecture for an SEFDM transceiver using a bank of modems

that for OFDM, as illustrated in Fig. 4. Figure 4 shows that the SEFDM receiver
is different from that of OFDM in that it incorporates two stages. The first stage
involves a demodulation of the incoming received signal whose output is then fed
to a second stage being a detector to generate estimates of the transmitted data
symbols. It is assumed that no pulse shaping filters are employed, in other words,
rectangular pulses are used, such as in OFDM.

As depicted in Fig. 4, N complex input symbols, denoted by sn D sn<e C jsn=m ,
modulate N sub-carriers generating a continuous time domain SEFDM signal
expressed as1

x.t/ D
C1X

lD�1

N�1X

nD0
sl;nej2	n�f˛t; (1)

where ˛ is a key system parameter in SEFDM systems and dictates the level of
bandwidth compression. Contrary to OFDM, SEFDM deliberately and counter-
intuitively violates the orthogonality rule defined for OFDM by reducing the spacing
between the sub-carriers. Hence, in SEFDM the sub-carrier spacing is equal to
�f D ˛

T , where T is the SEFDM symbol duration with ˛ < 1 corresponding to
an SEFDM signal and ˛ D 1 to an OFDM signal.

A general comparison between SEFDM and OFDM is illustrated in Fig. 5
to demonstrate the benefit of bandwidth saving in SEFDM. Figure 5a shows a
typical OFDM spectrum, where the sub-carrier spacing �f1 equals 1

T . Figure 5b
depicts an SEFDM system with sub-carrier spacing �f2 D ˛

T . Figure 5c presents

1The notations <e and =m represent the real and imaginary parts of a complex number,
respectively, l denotes the SEFDM symbol index, n denotes the sub-carrier index and sl;n represents
the information symbol conveyed by sub-carrier with index n during the time stamp with index l.
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Fig. 5 Spectra illustration for (a) OFDM, (b) SEFDM, and (c) Block-SEFDM. Each impulse
represents a single sub-carrier and there are N sub-carriers overall for each system, respectively

an improved SEFDM system termed block-spectrally efficient frequency division
multiplexing (B-SEFDM). It is evident that both the conventional SEFDM and
B-SEFDM systems can save .1� ˛/ � 100% of bandwidth compared to an OFDM
system.

In OFDM, the frequency spacing�f between the overlapping sub-carriers has to
equal the reciprocal of the OFDM symbol period T to comply with the orthogonality
rule. Mathematically, the orthogonality rule guarantees that the sub-carriers are
mutually independent, in other words their cross-correlation is zero. In SEFDM,
however, this is not the case, since the sub-carriers are packed closer together in
a non-orthogonal manner. This gives rise to cross-talk between the sub-carriers, in
other words self-created ICI, which presents a key challenge in SEFDM systems.

The self-created ICI present in SEFDM systems stems from the fact that the
cross-correlation between the sub-carriers is no longer zero. This non-zero cross-
correlation may in turn be quantified using the so-called correlation matrix C, which
describes the self-created ICI. The magnitude of the non-zero cross-correlation
determines the ill-conditioning of the matrix C. Ill-conditioning means that small
changes in the entries of the input matrix yield very large changes in the solution
matrix. These small changes are typically caused by round-off errors during matrix
computations. As a result of this ill-conditioning, the correlation matrix C may tend
to singularity,2 thus becoming non-invertible and complicating the design of receiver
architectures.

The elements of the correlation matrix C are given by

cm;n D 1

Q

Q�1X

kD0
e

j2	mk˛
Q e� j2	nk˛

Q

D 1

Q
�
(

Q ; m D n
1�ej2	˛.m�n/

1�e
j2	˛.m�n/

Q

; m ¤ n

)

:

(2)

2A matrix is singular if its determinant is equal to zero [71].
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where m,n are indices of any two sub-carriers in the system with m; n D 1; : : : ;N.
The diagonal terms (m D n) correspond to the auto-correlation of each sub-carrier
with itself, which according to Eq. (2) is equal to one. The off-diagonal terms
(m ¤ n) measure the cross-correlation between any two overlapping sub-carriers,
which for an SEFDM system would be non-zero. From this description and with
reference to Eq. (2), it should be evident that for an OFDM system, the correlation
matrix C is the identity matrix of size N � N.

In SEFDM, the conditioning of the correlation matrix C depends on the system
size, in terms of the number of sub-carriers N, and the level of bandwidth
compression ˛. The matrix becomes more ill-conditioned as N is increased and/or
the value of ˛ is decreased leading to performance degradation. These concepts,
as well as solutions to address these challenges are examined in further detail in
Sect. 3.

3 Generation and Detection of SEFDM Signals

This section examines the transceiver architecture for an SEFDM system assuming
an Additive White Gaussian Noise (AWGN) channel. Different detection techniques
are compared and contrasted in terms of their error performance, complexity and
ease of implementation.

3.1 SEFDM Signal Transmission

The conventional method of generating SEFDM signals using a bank of analogue
modulators does not scale well with the increase in the number of sub-carriers,
taking into account that the complexity of this method is of the order O.N2/. Hence,
the potential of employing Discrete Fourier Transform (DFT) operations to address
this issue appears particularly attractive.

Since SEFDM is inherently a non-orthogonal system this means that standard
DFT operations cannot be used directly. To this end, a first example of an algorithm
employing the DFT in a modified configuration to generate non-orthogonal signals
is the Inverse Fractional Fourier Transform (IFrFT) as proposed by Bailey [5],
which considers fractional roots of unity. In analogy to an Inverse Discrete Fourier
Transform (IDFT) operation, the output of the IFrFT may be expressed as

xFr.m/ D 1

N

N�1X

nD0
snej2	m˛n=N ; (3)

which converges to the IDFT formula for ˛ D 1. As noted in [5], the IFrFT
can be computed in a fast and efficient manner using the algorithm proposed by
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Bluestein [7]. Using this latter algorithm the computation of the IFrFT requires
20N log2 N floating-point operations. While this results in the algorithm being
20 times more computationally intensive compared to the conventional IDFT
algorithm, this technique still yields a significantly lower complexity compared to
the analogue counterpart.

Notwithstanding, the ultimate goal is to generate non-orthogonal signals using
standard DFT operations. The first attempts date back to the 1980s when Hirosaki
used the DFT for an OQAM OFDM system [33]. A similar approach was adopted
later on in FOFDM systems where the value of ˛ is fixed at 0.5. More recently,
however, standard DFT operations have been employed in non-orthogonal systems
where the value of ˛ is arbitrary. A first example appears in the HC-MCM system
proposed by Hamamura [29]. Similar techniques were developed later on by Isam
and Darwazeh [36] for use in SEFDM systems. These latter methods allow SEFDM
signals to be generated using IDFT operations, thus offering the same advantages in
terms of complexity as OFDM.

The equation for the continuous time SEFDM signal was given in Eq. (1). Let Ts

be the sampling period introduced to discretise the time and let � be an oversampling
factor such that Q D �N with � > 1. Then the discrete time axis will be given by
mTs while the symbol period will be given by T D QTs. Consequently, the discrete
time expression for a single SEFDM symbol may be expressed as

x.m/ D 1p
Q

N�1X

nD0
snej2	m˛n=Q; (4)

where x.m/ represents the time samples indexed by the integer m, Q represents
the total number of time samples contained in a single SEFDM symbol, s D
Œs0; : : : ; sN�1�0 is a vector of complex data symbols modulated using Phase Shift
Keying (PSK) or QAM modulation and Œ��0 denotes a vector or matrix transpose
operation. Specifically, s represents the input data vector with s 2 MN where M
represents a discrete alphabet, in other words the set of constellation points. The
size of the alphabet, known as the constellation cardinality, is denoted by M. Where
QAM is employed, it is assumed that the constellation is rectangular with M equal
to even powers of two and that the data symbols are encoded using Gray encoding.

Three different, nevertheless equivalent, SEFDM transmitter types were pro-
posed by Isam, which are illustrated in Fig. 6 with details provided in [36]. In these
architectures, the bandwidth compression ˛ is expressed as a ratio of integers, in
other words ˛ D b

c where b; c 2 Z>0 with b < c. To simplify the forthcoming
discussion and without loss of generality, let it be assumed that no oversampling is
used (� D 1) yielding Q D N. The transmitters shown in Fig. 6 are then designed to
offer diverse trade-offs.

Type 1, known as the proportional inputs transmitter, is the simplest method in
that it employs a standard IDFT block of length N

˛
. This means that the size of this

block compared to a conventional OFDM system is 1
˛

times larger. The number of
input data symbols remains the same, in other words N with the remaining N

˛
� N
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IDFT inputs padded with zeros. The output of the IDFT is truncated, hence only
N samples are taken forward to construct the SEFDM signal while the remaining
outputs are ignored. This results in the SEFDM signal transmitting the same amount
of information over the same number of sub-carriers as OFDM but with the benefit
of reduced bandwidth utilisation. The key drawback of the Type 1 transmitter is that
it requires the ratio N

˛
to be an integer number to prevent performance degradation.

Consequently, this limits the flexibility in choosing the value of ˛.
For this reason, two alternative transmitter schemes were also proposed, namely

Type 2 and Type 3, shown in Fig. 6. Type 2, known as the rational ˛ transmitter,
uses a cN length IDFT block. Only the inputs of the IDFT whose indices are integer
multiples of b, in other words for n D 0; b; 2b; : : : ; .N � 1/b are linked to the
input data symbols while the remaining IDFT inputs are padded with zeros. This
is achieved via the following condition

sn D
(

s n
b

if n mod b D 0
0 otherwise

(5)

where mod is defined as the modulus of the remainder after division.
Complying with the condition of Eq. (5), the generation process for the Type 2

transmitter may be expressed as

x.m/ D 1p
N

cN�1X

nD0
snej2	 mn

cN : (6)

The benefit of this transmitter technique is that b and c can be chosen independently
to give any desired value of ˛ for any number of sub-carriers N. The length of the
IDFT block in this case is c times larger compared to an equivalent OFDM block
and b times larger compared to the Type 1 SEFDM transmitter.

Thereby, the Type 3 transmitter, known as the sum of multiple IDFTs, was
proposed. This transmitter uses c separate IDFT blocks each of length N instead
of one large cN IDFT block. The advantage of this transmitter over the Type 2
architecture is two-fold; first, it allows multiple IDFT blocks to be configured
in parallel, a feature attractive for hardware implementation employing Field
Programmable Gate Arrays (FPGAs); second, it reduces the computation time
required for the IDFT processing stage provided that all c IDFT blocks can operate
concurrently in parallel. It is important to note that the Type 3 transmitter requires
two additional operations, namely a reordering stage before the IDFT block, as well
as a post-IDFT phase rotation stage. The expression for the Type 3 transmitter is
therefore given by

x.m/ D 1p
N

c�1X

uD0
ej2	 um

cN

N�1X

nD0
suCncej2	 mn

N : (7)
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3.2 SEFDM Signal Demodulation

As illustrated in Fig. 4, the SEFDM signal x.t/ is transmitted through an AWGN
channel and arrives at the receiver as

r.t/ D x.t/C z.t/; (8)

where z.t/ represents the noise impairment introduced by the channel. The output
of the receiver’s demodulator is acquired by correlating the received signal with a
conjugate set of correlation functions vn.t/, thus giving

Rn D
TZ

0

r.t/v�
n .t/dt; n D 0; : : : ;N � 1: (9)

The receiver model expressed mathematically by Eq. (9) is valid given two key
assumptions; first, the demodulator is a linear filter to prevent noise colouring;
second, the noise is Gaussian, in other words random and not burst, the latter being
the case in a multipath propagation scenario due to fading and Doppler effects.

Assuming ideal sampling and ideal timing, the linear statistical model of Eq. (9)
may be represented in matrix form as

R D .XC Z/VH ; (10)

where R D ŒRn� is the N � 1 vector of observation statistics. Recalling from Eq. (4),
each discrete SEFDM symbol consists of Q time samples, hence the transmitted
signal may be expressed in matrix form as

X D ˆs (11)

where X D ŒXm� is a Q-dimensional vector of time samples, s D Œsn� is an
N-dimensional vector of complex transmitted data symbols and ˆ is a Q � N sub-

carrier matrix with elements equal to e
j2	mn˛

Q . The vector Z D ŒZm� represents Q
noise samples, which are complex independent and identically distributed (i.i.d.)
Gaussian samples with mean � D 0 and variance �2 D N0

2
, where N0 is the noise

spectral density. Finally, V is the matrix representation of the basis functions where
VH denotes the Hermitian, or otherwise complex conjugate transpose, of matrix V.

The functions vn.t/ must be orthonormal or orthogonal [45] to satisfy the
linear filtering requirement pertaining to Eq. (9). Two methods have been proposed
to generate the basis functions vn.t/. The first method uses orthonormalisation
procedures, such as Gram-Schmidt (GS) or LRowdin processes, to generate an
orthonormal base from a set of linearly independent but non-orthogonal sub-carriers
[23, 45]. The second method uses matched filtering, as defined in [1]. The two
methods are equivalent, as established in [1].
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In matched filtering, the conjugate basis functions v�
n .t/ equal the complex

conjugate sub-carriers ˆH, in other words

Rn D
TZ

0

r.t/v�
n .t/dt D

TZ

0

r.t/e�j2	n˛�ftdt; n D 0; : : : ;N � 1: (12)

Subsequently, Eq. (10) becomes

R D ˆHXCˆHZ D ˆHˆsCˆHZ D CsC ZˆH (13)

where C is the sub-carriers correlation matrix and describes the self-created
interference between adjacent sub-carriers, as explained in Sect. 2.2, while ZˆH is
the AWGN correlated with the conjugate sub-carriers.

If instead of matched filtering we used orthonormalisation procedures, the sub-
carriers correlation matrix C would be replaced with the projections matrix D, where
D is given by

D D BHˆ; (14)

and B is the matrix representation of the orthonormal basis functions.
In conclusion, the linear statistical model for the receiver may be expressed in

general form as

R D HsC Z; (15)

where H is termed the interference matrix and corresponds to either the projections
matrix D or the sub-carriers correlation matrix C depending on the basis functions
vn.t/ employed at the receiver.

3.3 SEFDM Signal Detection

Figure 7 depicts a practical transceiver comprising three different stages for the
demodulation and detection of SEFDM signals. The first stage is a demodulator
which, as described in Sect. 3.2, may be implemented using orthonormalisation
processes or matched filtering. Matched filtering is preferred since it is the optimum
receiving filter and can be realised using DFT operations. The second stage involves
the use of linear or iterative techniques while the third stage employs more
sophisticated algorithms, such as Maximum Likelihood (ML) or SD. A snapshot of
the demodulation and detection methods employed in SEFDM is depicted in Fig. 8.

Section 3.2 explained that the SEFDM demodulator is responsible for generating
the statistics vector R. Each element of this vector R is merely a discrete sample
which has a value proportional to the energy of the received symbol with the added
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Fig. 7 Practical SEFDM transceiver

Fig. 8 SEFDM demodulation and detection techniques

noise. The task of the detector is to obtain the best possible estimate Os of each
transmitted data symbol, where Os denotes the estimate of the transmitted signal
vector s after slicing, based on the values of R and the properties of the sub-carriers
correlation matrix C.

Recalling from Eq. (15), the linear statistical model for the received SEFDM
signal is given by R D Hs C Z. Linear detection methods treat this relation as
an unconstrained linear estimation problem and thus aim to recover the transmitted
symbols by cancelling out the self-created interference. The most popular methods
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include Zero Forcing (ZF) and Minimum Mean Squared Error (MMSE) with the
former yielding the Least Squares (LS) solution. If the estimator matrix used to
generate the symbol estimates is G, then the solution to the unconstrained problem
with respect to Eq. (15) is given by

Qs D GR; (16)

with Qs 2 CN , where Qs denotes the unconstrained estimate of the transmitted signal
vector s before slicing and CN is the set of all complex N-tuples3 assuming a
complex constellation scheme is employed, for example 4-QAM. If the constellation
scheme contains only real values, such as BPSK, the set CN may be reduced to the
set RN .

The solution of Eq. (16) is referred to as the unconstrained estimate since it does
not take into account that the elements of s can in fact take only the values pertaining
to a limited set of constellation points defined in a discrete alphabet MN . To this end,
the problem is constrained by applying a slicing operation to each of the entries of
Qs yielding

Os D bQse ; (17)

with Os 2 Z
N where Z

N denotes the set of integer N-tuples and b�e denotes a slicing
operator, which rounds the value to the nearest constellation point.

3.3.1 Linear Detection

The ZF detector generates symbol estimates by forcing the interference terms
to zero. Even though ZF completely eliminates interference, it could potentially
amplify the noise to a great extent, especially at points where spectral nulls occur
[22], leading to severe performance degradation. MMSE improves performance
over ZF by taking the presence of noise into account with the aim of minimising
the total expected error.

Previous work has shown that the ill-conditioning of the interference matrix
significantly degrades the estimates generated using the ZF or MMSE detectors
[1, 45]. Moreover, when the interference matrix is singular it becomes non-
invertible, thus the ZF technique cannot be employed. A technique termed Truncated
Singular Value Decomposition (TSVD) was therefore proposed to address this
challenge [41].

The TSVD approach generates an approximate pseudoinverse H
 of the interfer-
ence matrix H. The truncation of the small singular values renders H
 less sensitive
to perturbations yielding a solution with higher confidence levels.

3An N-tuple is a sequence or ordered set of N elements.
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Fig. 9 Soft mapping
principle

3.3.2 Iterative Detection

Iterative Cancellation (IC) techniques were applied by Kanaras in [45] and by
Grammenos in [24] to the projections matrix D and to the sub-carriers correlation
matrix C, respectively, to generate symbol estimates. Having generated an upper
triangular matrix, the symbol estimates are obtained via back-substitution. IC results
in improved Bit Error Rate (BER) performance over ZF and TSVD. This is due to
the fact that IC constrains the symbol estimate on each iteration, in other words
it takes into account that each entry of s pertains to a value from a finite set of
constellation points M . For this reason, such IC techniques are classified as hard
mapping detectors.

An improved iterative detector which uses soft mapping was applied to SEFDM
first in [32] and subsequently in [84]. The soft mapping principle is illustrated in
Fig. 9. The white uncertainty interval is defined by d D 1 � m

�
, where m is the mth

iteration and � denotes the number of iterations. Only points that fall in the grey
area can be mapped to the corresponding constellation point. Other points remain
unchanged and left to the next iteration. It should be noted that the uncertainty area
is reduced after each iteration. Hence, the algorithm always converges to a solution
so long as a sufficient number of iterations takes place.

3.3.3 Maximum Likelihood and Sphere Decoding

It is well known that ML is the optimum detector for achieving the theoretical error
performance. The detection problem in this case may be expressed as follows

OsML D arg min
s2MN

kR �Hsk2 ; (18)

which translates into finding the vector symbol Os from all possible transmitted vector
symbols s 2 M N that minimises the Euclidean distance, in other words the vector
symbol that has most likely been transmitted. Assuming that complex Gaussian
noise has been added to each symbol and that all transmitted vector symbols
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Fig. 10 Sphere search
constrained by the radius g

Considered

Not Considered

have equal probability of occurring, the ML algorithm searches over the entire set
s 2 M N to find Os. Hence, it is evident that this hinders a practical implementation
of ML.

SD was examined [45] as a more viable solution for recovering SEFDM signals
successfully with tolerable error penalties since it reduces the ML solution to a
problem of polynomial complexity. SD solves the same problem as ML, yet in this
case, the search plane is limited to an N-dimensional hypersphere, whereby only the
vector symbols that lie within this hypersphere are considered as possible solutions.
Thereby, Eq. (18) becomes

OsSD D arg min
s2MN

kR �Hsk2 6 g; (19)

where g is a scalar denoting the radius of the sphere which is centred around the
statistics vector R, as illustrated in Fig. 10. SD is classified as a tree-search algorithm
because the constellation points refer to the nodes of the tree and the algorithm is
executed by traversing the levels and branches of the tree until a complete path is
found.

The conventional SD algorithm has a variable computational complexity which
changes according to the noise in the channel and the properties of the interference
matrix. For this reason, the Fixed Sphere Decoding (FSD) was proposed in [41]
and its algorithm is outlined in Fig. 11. The FSD guarantees a constant throughput
by fixing the complexity of the conventional SD algorithm. This complexity is
independent of the noise present in the system, as well as the ill-conditioning of
the interference matrix.

The complexity of the algorithm is user-defined by setting the parameter �, which

defines the complexity order of the algorithm, with W D .
p

M
�
/ where W denotes

the tree width. During the initialisation phase, the first � levels are fully expanded.
In the subsequent levels, only the best W candidate nodes are expanded. The tree
width determines the complexity of the FSD, as it defines the number of node visits
per level. The larger the tree width, the better the performance at the expense of
increased complexity. From Fig. 11, it should be evident that the update interval
centres �ij at each level can be computed independently in parallel rendering the
FSD algorithm an attractive choice for hardware implementation using FPGAs.

The sorting stage which performs comparisons amongst all candidate nodes Bi

at each level constitutes one of the main bottlenecks. The larger the tree width, the
higher the number of comparisons. This leads to an increase in the overall latency of
the algorithm and subsequently reduction in throughput. On the other hand, reducing
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Fig. 11 Flowchart of the FSD algorithm for the detection of SEFDM signals

the tree width or removing the sorting stage affects the order in which a parent
node branches out to a child node, thus degrading BER performance. Hence, to
strike a balance between the conflicting objectives of good BER performance and
tangible computational complexity, two techniques were applied; the first, uses Sort
Free (SF) detection which reduces latency thanks to the simplified sorting stage
implemented in the algorithm; the second technique, involves the utilisation of
Modified Real Valued Decomposition (MRVD), which offers improved error rates.
These techniques have been shown to deliver performance gains in Multiple Input
Multiple Output (MIMO) systems [2].

Figure 12 compares the spanning tree for two variants of the FSD with different
sorting strategies, namely the Shortest Path (SP), entailed in the original FSD
algorithm, and the novel SF technique, demonstrating the simplified structure
of the latter version. On the other hand, the improved performance offered by
MRVD lies in the fact that, at each level, the algorithm flips between the real
and imaginary parts of the next symbol in line. Therefore, MRVD can be regarded
as providing ‘more complete’ solutions compared to the conventional Real-valued
Decomposition (RVD).

3.3.4 Numerical Results

In this section, we compare different detection schemes in terms of error perfor-
mance for varying system sizes and levels of bandwidth compression. Table 2
summarises the system parameters employed in the simulations.
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Fig. 12 Tree of Shortest-Path FSD (left) vs. Sort-Free FSD (right) (N D 2, W D 2)

Table 2 Simulation
parameters for different
detection schemes

Parameter Value

Total number of sub-carriers NIFFT 32 / 64

Used sub-carriers N 16

Bandwidth compression factor ˛ 0.7 / 0.8

Modulation scheme BPSK / 4-QAM

Oversampling factor � 1 / 2

Eb=No range 1–20 dB

Number of runs 10,000

The simulation methodology adopted has the following characteristics:

• The source data is generated using a uniform random number generator.
• All results are averaged over 10,000 randomly generated SEFDM symbols unless

otherwise stated.
• The bits are mapped to symbols using either BPSK or 4-QAM unless otherwise

stated. In the case of 4-QAM, it is assumed that Gray coding is employed.
• The number of bits processed is approximately equal to 10

DesiredBER .
• The channel is linear, discrete-time and time-invariant.
• The only source of error is due to AWGN.4

• It is assumed that the receiver has perfect knowledge of the interference matrix
H at all times under all conditions and that decisions yielding symbol estimates
are made strictly based on the received amplitude of the noisy signal.

The legend keys that appear in the figures correspond to the following descrip-
tions:

• Matched Filtering (MF): The symbol estimates are given by OsMF D bRe D�
ˆHr

�
where r is a vector representing discrete time samples of the received

signal having propagated through an AWGN channel.
• Matched Filtering followed by Zero Forcing (MF-ZF): The symbol estimates are

given by OsZF D
�

C�1R
�

.

4Results showing the performance of SEFDM in fading channels have been published in the work
of Chorti et al. [11] and Isam et al. [40].
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• Demodulation using Iterative Modified Gram Schmidt (IMGS) processes [45]
followed by Zero Forcing (IMGS-ZF): The symbol estimates are given by
OsZFIMGS D

�
D�1R

�
.

• Matched Filtering followed by Truncated Singular Value Decomposition
(MF-TSVD): The symbol estimates are given by OsTSVD D bC Re.

• Matched Filtering followed by Iterative Cancellation (MF-IC): The symbol
estimates are given by OsIC D Osm with m D 1; : : : ;N and Osm D$

1
cm;m

.Rm �
NX

nDmC1
cm;nOsn/

'

.

• Demodulation using Iterative Modified Gram Schmidt processes followed by
Iterative Cancellation (IMGS-IC): The symbol estimates are given by OsICIMGS D
Osm with m D 1; : : : ;N and Osm D

$
1

dm;m
.Rm �

NX

nDmC1
dm;nOsn/

'

.

• Demodulation using LRowdin processes [45] followed by Iterative Cancellation
(Lowdin-IC): The symbol estimates are given by OsICLowdin D Osm where Osm D$

1
lm;m
.Rm �

NX

nDmC1
lm;nOsn/

'

, with m D 1; : : : ;N and where lm;n denotes the

elements of the Hermitian matrix generated using the LRowdin orthonormalisation
process.

• Matched Filtering followed by Minimum Mean Squared Error (MF-MMSE): The

symbol estimates are given by OsMMSE D
�

C
�

CCH C �2

�2s
I
��1

R
�

.

• Iterative Detection with soft decision (ID): The symbol estimates are given by
OsID D Sn with Sn D �R C .e � �C/Sn�1 where Sn is an N-dimensional vector
of recovered symbols after n iterations, Sn�1 is an N-dimensional vector of
estimated symbols after n � 1 iterations, e is an N � N identity matrix and � is a
convergence factor that determines how many iterations are used in the detection.

Figure 13 shows that for BPSK, the IC schemes using MF or LRowdin orthonor-
malisation offer the best and commensurate error performance. For Signal-to-Noise
Ratio (SNR) regimes where Eb

N0
> 14 dB, the IC method employing IMGS

approaches the performance of TSVD and MMSE. A key observation from Fig. 13
is that MF on its own can provide the same BER performance than both MF-TSVD
and MF-MMSE. This is an important result as it allows the linear stage in Fig. 7 to
be bypassed, should one require the lowest complexity receiver (a straightforward
demodulator) at the expense of error performance when compared to an IC receiver.

Figure 14 compares the BER of the original FSD detector against its variants. It
is clear that TSVD and MRVD when separately applied to the standalone SF yield
significant performance gains, especially in the higher SNR regimes. When both
techniques are combined and applied to SF, the resultant TSVD-MRVD-SF FSD
detector approaches the performance of the more optimum, shortest-path TSVD-
FSD detector, yet with the benefit of reduced computational complexity.
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Fig. 13 BER of different detection schemes for BPSK with N D 16, ˛ D 0:8 and � D 2
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Fig. 14 BER performance for the different FSD variants (4-QAM, ˛ D 0:8, N D 16 and W D 16)
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Fig. 15 BER of hybrid and non-hybrid detection schemes for � D 1 (left sub-plot) and � D 2

(right sub-plot) (N D 16, ˛ D 0:8, FSD tree width W D 16)

Figure 15 shows that the hybrid TSVD-FSD detector outperforms all other
hybrid and non-hybrid detectors (which employ hard mapping). Figure 16, however,
demonstrates that the soft iterative detector combined with FSD (ID-FSD) is supe-
rior to TSVD-FSD for different bandwidth compression factors. More importantly,
when ˛ D 0.8, ID-FSD offers near-optimum performance.

3.4 Coded SEFDM

Section 3.3 demonstrated that iterative techniques, such as iterative cancellation and
iterative detection with soft decision, offer good BER performance. As the system
size increases, however, giving rise to higher interference power, even these methods
fail to recover SEFDM signals successfully.

To address this challenge, Turbo equalisation was introduced in the SEFDM
receiver [78], as an improved means for mitigating the self-created interference.
A detailed description of the Turbo equalisation principle may be found in [28].
A functional block diagram of the Turbo-SEFDM system is illustrated in Fig. 17.
This system architecture was conceptually described in [78, 81] and experimentally
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Fig. 17 Functional block diagram of the Turbo-SEFDM system

evaluated in [82]. Here, we present a summary of the proposed system and interested
readers may resort to the aforementioned references for a detailed description.

At the transmitter side, the bit stream labelled a is encoded using either
convolutional codes or Turbo codes. Subsequently, the coded bit stream labelled
b is permuted within the interleaver module …. The interleaved bit stream c is
then mapped to complex symbols d and finally modulated r using an SEFDM
modulator [75].

At the receiver side, the signal is demodulated using an SEFDM FFT based
demodulator [75]. The log-likelihood ratio (LLR) unit generates soft information,
referred to as a posteriori information and denoted by Lpos

1 , for each bit. The
sign of the LLR value reflects the sign of the bit while its magnitude determines
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Fig. 18 Performance of Turbo-SEFDM in a multipath fading channel with N D 1024 at various ˛

the reliability of the sign of the bit. This soft information is then transformed to
extrinsic information, Le

1 by subtracting the a priori information, Lpri
2 . This extrinsic

information is exchanged between the detector and the outer decoder in an iterative
fashion. On each iteration, the interference represented by the updated soft symbols,
is subtracted from the original demodulated symbols. Hence, the receiver maximises
the a posteriori probability (APP) for a given bit.

Figures 18 and 19 demonstrate the performance of Turbo-SEFDM in a frequency
selective fading channel where h.t/ D 0:8765ı.t/ � 0:2279ı.t � Ts/ C 0:1315ı

.t� 4Ts/� 0:4032e
j	
2 ı.t� 7Ts/. It is assumed that perfect channel state information

(CSI) is known at the receiver. Figure 18 illustrates that the bandwidth can be
compressed up to 45 % with an error penalty of up to 2 dB using only four to seven
iterations. Figure 19 shows that the best performance can be achieved after just four
iterations for a bandwidth saving of 40 %.

4 SEFDM Implementation Aspects

The dimension of the SEFDM problem presents significant challenges compared
to the application of similar detection methods in MIMO systems. In this section,
we discuss the complexity and performance trade-offs for the different detectors
examined in the previous sections. We also explore testbeds that were devised in
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recent years for the implementation of SEFDM, as well as the recent application
and experimental demonstration of SEFDM in other systems, notably in Long Term
Evolution (LTE), optical communications and radio-over-fibre (RoF).

4.1 Performance and Complexity Trade-offs

SEFDM increases multiplexing gain with respect to an OFDM system by permitting
the use of more sub-carriers in the default OFDM bandwidth. This gain, however,
comes at the expense of complex signal processing at the receiver which is required
in order to separate the sub-carriers suffering from self-created ICI. A linear increase
in the number of sub-carriers, however, results in a more than linear increase in the
complexity order of both the demodulation and detection stages.

4.1.1 In Demodulation, Linear and Iterative Detection

A demodulator employing GS or LRowdin orthonormalisation has the same com-
plexity order as a conventional analogue multi-carrier system equal to O.N2/.
The matched filter technique addressed this issue by substituting these processes
with DFT operations, thus allowing the use of the Fast Fourier Transform (FFT)
algorithm reducing the complexity order to O.Nlog2N/. The linear detection
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methods explored in Sect. 3.3 involve matrix inversion or decomposition. Analytical
tools like MATLAB, generally apply Gaussian elimination to compute the inverse
of a matrix, such as the computation required in the LS solution of the ZF estimate.
The TSVD detector uses the standard Singular Value Decomposition (SVD) matrix
decomposition method to generate an approximate inverse. In both cases, the
order of complexity is assumed to be cubic O.N3/ [8, 45]. The inverted matrix
is then multiplied by the statistics vector R, which implies that the total number
of multiplications amounts to N2. The slicing operator acts as a simple threshold
detector, therefore its complexity is considered to be negligible compared to the
complexity of the prerequisite matrix operations.

Conversely, iterative detection techniques operate on upper triangular matrices,
where the total number of multiplications equals N

2
.NC1/ � N2

2
, which is less than

the number of multiplications required for the ZF or TSVD techniques. Iterative
detection requires the inversion of only the diagonal elements of the matrix.

In summary, the benefits and drawbacks of using linear or iterative detection are
as follows:

• Linear detection: The fundamental difficulty in this case lies in the inversion
of the sub-carriers correlation matrix C which has a large dimension equal
to N � N and is also complex-valued which instantly doubles the dimension
of the problem to 2N � N. The computational complexity associated with the
inversion or decomposition of matrices is often prohibitive in wireless systems
[22]. C in SEFDM systems is deterministic and has constant values for a given
configuration of N and ˛. Thereby, the elements of C�1 only need to be generated
once, a process which can take place offline, and subsequently stored in block
memories. The computation of the symbol estimates is then a straightforward
complex-valued matrix multiplication between R and C�1. The default number
of words required for the storage of the elements pertaining to C�1 is N2. Matrix
multiplication can be implemented efficiently through the concurrent execution
of multiple multiply-accumulate operations using FPGAs.

• Iterative detection: Iterative detection alleviates the need for matrix inversion
which means that the results suffer less from round-off errors. The performance
of iterative detection largely depends on the correctness of the first symbol
decoded since any errors during the initial stages of the algorithm’s execution
will propagate through the iterative process and could potentially lead to severe
BER degradation. It does, however, require a cascaded architecture which hinders
parallel processing. One possible solution to this issue is to decompose the entire
iteration process into a single step. In FPGA terms, this decomposition would
necessitate combinatorial logic, which is generally avoided as it increases the
load on the clock severely limiting the maximum achievable clock frequency.

Hence, based on the above, it is evident that linear and iterative schemes present
different challenges with varying trade-offs. The choice depends on the specific
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technology adopted to implement these algorithms in practice. FPGAs offer sig-
nificant performance gains over conventional Digital Signal Processors (DSPs)
provided that their parallel processing capabilities are leveraged.

4.1.2 In Sphere Decoding

The complexity of an algorithm is determined by two aspects; first, the number
of arithmetic operations required to execute the algorithm, such as multiplications,
additions and subtractions; second, the number of compare-select operations that
take place during the sorting stage.

While the conventional SD provides a significant reduction in complexity com-
pared to ML, its execution is highly sensitive to noise and the interference properties
of SEFDM systems. An authoritative account of the complexity associated with SD
is given by Hassibi and Vikalo [31], as well as Jalden and Ottersten [42]. There
is also rich literature discussing these issues in MIMO systems, a notable example
being the work presented by Viterbo and Boutros [72].

This variable complexity associated with the conventional SD renders it inapt for
hardware realisation. In addition, the sequential nature of the algorithm does not fit
well with the parallel processing capabilities of FPGAs. For this reason, the FSD
was explored which fixes the algorithm’s execution time and has an architecture
which is better tailored for FPGA implementation. A key enhancement of the
FSD was the simplification of the sorting stage, which was found to be the main
bottleneck in the algorithm’s execution.

Table 3 compares the total number of operations required at each tree level for
the SP and SF detection schemes. The depth of the tree, commensurate with the
system dimension, is denoted by D which is equal to 2N as a result of using RVD.
From this table, it is evident that the number of comparisons at each level is fixed
and independent of the system dimension. For the SF method, a single comparator
is required for each node to compute the minimum distances to the centre point.
The number of comparisons is equal to the tree width. On the contrary, the SP
technique requires multiple cascaded minimum finders to perform the reordering
of the candidate nodes with respect to the minimum distance from the centre point.
In both cases, the number of comparisons is dictated by the tree width.

Table 3 Total number of operations per level for the Shortest-Path
and Sort-Free FSD detectors

Metric Shortest-path (SP) Sort-free (SF)

Multiplications W.D � k/ W.D � k/

Additions W.2.D � k/C 1C p
M/ W.2.D � k/C 1/

Comparisons 1
2
.MW2 C p

MW C 4W/ W
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4.2 Experimental Testbeds

Much work has been done with respect to the hardware development of an SEFDM
transceiver. Independent FPGA realisations of a reconfigurable SEFDM transmitter
and ZF\TSVD receiver have appeared in [62] and [25], respectively. In [62], the
Type 3 transmitter, discussed in Sect. 3.1, was implemented using multiple Inverse
Fast Fourier Transform (IFFT) blocks configured in parallel, thus achieving the
lowest latency implementation possible.

Subsequently, a route to a Very Large Scale Integration (VLSI) implementation
of a reconfigurable SEFDM transmitter in 32-nm CMOS was published in [75] in
which a pruned IFFT architecture was introduced. Running at a clock frequency
of 100 MHz, the throughput can reach 17.4 Mbps with QPSK modulation, and up
to 52.2 Mbps with 64QAM modulation, with a bandwidth saving of up to 50 %
relative to OFDM. Here, it is also worth mentioning that VLSI implementations of
FTN transceivers have also come to light [15].

A joint hardware implementation of the hybrid TSVD-FSD receiver with the aid
of FPGAs and DSPs was presented in [26]. A high-level representation of the com-
plete hardware system is depicted in Fig. 20. The linear detector, details of which are
published in [25], was realised on an FPGA device with a flexible and reconfigurable
design supporting different system sizes, oversampling factors, modulation orders
and levels of bandwidth compression while providing a theoretical data rate of
up to 136.8 Mbps. On the DSP side, a commercially available DSP development
environment was used to implement the SP and SF FSD detectors on the device and
to handle the data transfer between the DSP and the computer terminal.

The SEFDM concept has been expanded and evaluated in other experimental
systems. In [81], a multi-band architecture termed B-SEFDM was tested in a
practical, LTE like environment. A new optical SEFDM (O-SEFDM) system was
proposed in [14] and subsequently demonstrated in [13]. Results [13] showed
that 4-QAM O-SEFDM can outperform 8-QAM optical OFDM by 1.6 dB. This
latter work constitutes the first experimental verification of 25 % optical faster
than Nyquist rate. More recently, a dual polarisation coherent optical fibre system
employing O-SEFDM was developed [60]. This system is capable of operating at
24 Gb/s while occupying a total bandwidth ranging from 6 GHz (for ˛ D 1) to
4.02 GHz (for ˛ D 0:67).

Finally, the use of SEFDM in RoF was also demonstrated, for the first time, for
beyond 4G cellular networking [57]. In this work, a proof-of-concept SEFDM-LTE
type radio over multi-mode fibre transmission was shown to operate successfully at
36 Mb/s.

5 Conclusions

This chapter considered the design, implementation and performance evaluation
of a novel multi-carrier modulation technique termed SEFDM, which improves
spectrum efficiency at the expense of receiver complexity. The key challenge that
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arises in SEFDM systems is the self-created interference which complicates the
design of receiver architectures. To this end, sophisticated detection algorithms
have been developed to address this challenge. Subsequently, these algorithms are
optimised to make them better-suited for application in the real world. Finally, a
number of hardware prototypes and experimental testbeds have been realised to
assess the feasibility of employing SEFDM in practical systems including wireless,
optical and RoF systems.
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Full-Duplex Wireless Communications for 5G

Mingxin Zhou, Yun Liao, and Lingyang Song

Abstract In this chapter, we will introduce Full-Duplex (FD) wireless
communications for 5G, which enables simultaneous transmission and reception
over the same frequency band. In this way, the spectral efficiency can be improved
significantly compared with half-duplex (HD). However, there exists severe self
interference (SI), signal leakage from the local transmitter to its own receiver.
Three different classes of SI mitigation techniques are presented in this chapter:
propagation-domain SI suppression, analog-domain SI cancelation, and digital-
domain SI cancelation. Furthermore, the system performance of several FD schemes
in several different application scenarios is presented. Theoretically, the spectral
efficiency of FD bidirectional and cooperative communications can be doubled,
while for cognitive radio networks, the FD-based protocol can achieve much better
sensing performance than the traditional HD-based cognitive radio schemes.

1 Introduction

The enormous increase in demand for data traffic drives the quest for efficient use
of the available and valuable resources. However, most of the existing wireless
communication devices can only operate in half-duplex, which dissipates the
precious resources by exploiting either time-division or frequency-division. A full-
duplex (FD) system simultaneously transmits and receives signals over the same
frequency band [1], providing the potential of doubling the capacity compared
to conventional half-duplex systems [2] and sustaining the evolution of the fifth
generation (5G) technologies within limited spectrum. Beyond improvement of
spectral efficiency, FD can also be beneficial to high layers, such as medium
access (MAC) layer. From the perspective of MAC layer, enabling frame level
FD transmissions, where a terminal is able to reliably receive an incoming frame
while simultaneously transmitting an outgoing frame, can provide terminals with
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new capabilities. For example, in FD cognitive radio networks, secondary users can
sense and access the vacant spectrum simultaneously, leading to significant sensing
performance and data transmission efficiency enhancement [2, 3].

Despite the attractive features of FD, it is greatly affected by the signal leakage
from the local output to input, referred to as self-interference (SI). Because it
is locally generated, the power of the SI is much stronger than that of the
desired signal. Apart from the direct SI, reflected interference signals from nearby
obstacles also exist. Recent years, there has been a large number of SI cancelation
techniques [2] making FD communications more and more feasible, which will be
introduce in the next subsection.

Overall, FD is a promising technology that can be employed in the next-
generation wireless networks. There are two reasons as follows: First, there is
a widespread consensus that most conventional approaches to increasing spectral
efficiency, such as advances in modulation, coding and MIMO techniques, have
now been exhausted, and the FD system tends to be a non-conventional approach
that can further increase the spectral efficiency. In addition, Indoor dense networks
to be deployed in 5G, such as small-cell systems, are making the SI cancelation
problem more manageable than previous long-coverage macro-cell networks. This
is because in small-cell systems, the transmit power is smaller, and the path loss is
reduced due to its short coverage.

1.1 Self-interference Cancelation Techniques

First, an example of small-cell cellular systems is provided to demonstrate the
impact of SI [2]. The maximum allowable transmit powers of the base stations
and mobile handsets are 24 and 21 dBm in small-cell systems, respectively, and
the noise floors are both �100 dBm. If we assume 15 dB isolation between the
base station’s transmit and receive signal paths, then the SI of the base station is
24 � 15 � .�100/ D 109 dB above the noise floor. This means a FD base station
must cancel self interference by about 109 dB to achieve the link SINR equivalent
to that of a half duplex system.

Why is self-interference hard to subtract? After all, the FD transceiver knows the
signal being transmitted, it can just subtract it from the received signal. However,
this is not the whole picture. Although the transceiver knows the original version
of the clean transmitted digital baseband signal, once it is converted to analog and
up-converted to the carrier frequency and then transmitted through a fading channel,
the received version is quite different from the original one. Actually, after all these
processes, the received version is a complicated distorted function of the original
clean signal along with noise.

Thus, sophisticated approaches to SI cancelation is needed to obtain the desired
signal. In the following, these approaches are described, which can be typically
classified into three types, namely propagation-domain, analog-circuit-domain, and
digital-domain approaches [2].
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1.1.1 Propagation-Domain Self-interference Suppression

Wireless-propagation-domain isolation techniques aim to electromagnetically
isolate the transmit chain from the receive chain, i.e., to suppress the self-
interference before it manifests in the receive chain circuitry, so that the downstream
receiver hardware does not need to accurately process signals with a huge dynamic
range.

In separate-antenna systems, the path loss between the FD terminals’ transmit
and receive antennas (or antenna arrays) can be increased by spacing them apart
and/or by placing absorptive shielding between them, as quantified in [4–6].
Although the simplicity makes the pass-loss-based approaches attractive, their
effectiveness is greatly limited by the size of device: the smaller the device, the less
room there is to implement such techniques. Cross-polarization technique offers
an additional mechanism to electromagnetically isolate the transmit and receive
antennas. For example, an FD terminal can be sophistically designed so that it
transmits only horizontally polarized signals and receives only vertically polarized
signals, and the interference between them can be avoided [5, 7]. Similarly,
with directional transmit and/or receive antennas (i.e., antennas with non-uniform
radiation/sensing patterns), one may align their null directions to achieve the same
goal [8]. In fact, by carefully placing a single receive antenna at precisely a location
where the carrier waveforms are exactly 180ı out of phase, one can near-perfectly
null the received signal at the receive antenna, and the self-interference can be near-
perfectly canceled [1, 7].

1.1.2 Analog-Circuit-Domain Self-interference Cancellation

Analog-circuit-domain cancellation focuses on cancelation of SI in the analog
receive-chain circuitry before the ADC. The basic idea is to model and predict
the distortions caused by SI and compensate the received signal accordingly in the
analog domain. This cancelation may occur either before or after the downconverter
and the (low-noise amplifier) LNA. In these techniques, a signal that resembles the
SI at the receive-chain is generated, and utilized to cancel SI by signal subtraction.
The generated signal can either be tapped at the transmit antenna, or obtained from
the digital domain, and apply the necessary gain/phase/delay adjustments digitally
(where it is much easier to do so), and then convert it to the analog-circuit domain
for use in self-interference cancellation [9, 10].

For the cancelation schemes before the downconverter, i.e., at RF, the can-
celing signal also needs to be upconverted to RF. The analog cancelers can be
classified based on whether the canceling signal is generated by processing the
self-interference signal prior to or after upconversion. Those cancelers where the
canceling signal is generated by processing prior to upconversion are called pre-
mixer cancelers, whereas cancelers where the canceling signal is generated by
processing afterwards are called post-mixer cancelers [11]. Figure 1a shows the
structure of a pre-mixer canceler with processing function f .�/, in which x Œn� is the
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Fig. 1 Schematics of the
pre-mixer (a) and post-mixer
(b) analog cancelers

a

b

Fig. 2 Structure of a baseband analog canceler

original signal, and hI is the self-interference channel from the transmit-chain to the
receive-chain. Figure 1b is the schematic of a post-mixer canceler with processing
function g .�/. Functions f .�/ and g .�/ are ideal if they can completely eliminate
self-interference from the received signal.

An analog canceler where the canceling signal is generated in baseband and the
cancelation occurs in the analog baseband is called a baseband analog canceler.
Figure 2 shows a representation of the baseband analog canceler. In baseband analog
cancelers, transmitted signal x Œn� is processed by function s .�/, and added directly
to the received signal to perform the cancelation.

1.1.3 Digital-Domain Self-interference Cancellation

Digital-domain SI cancelation works in the digital domain after the received signal
has been quantized by the ADC by applying sophisticated DSP techniques to
the received signal [2]. The advantage of using digital-domain SI cancellation
techniques is the reduction of circuit complexity and power consumption. However,
the dynamic range of the ADC imposes strict limit on the maximum amount
of SI suppression, which means that to implement digital-domain methods, a
sufficient amount of the SI suppression must be done before the ADC using other
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techniques like the propagation-domain and/or analog-circuit-domain methods
described above. In this sense, the digital-domain cancellation can be regarded as
the last step of defense against self-interference, where the goal is to cancel the
self-interference left over from the propagation-domain and analog-circuit-domain
approaches.

1.2 Key Application Scenarios

FD technology, with its key feature of enabling simultaneous transmission and
reception and its potential of doubling the spectral efficiency, has ignited great inter-
est in both academia and industry. We introduce the following three key application
scenarios: FD bidirectional communications, FD cooperative communications, FD
cognitive radio networks.

Figure 3 depicts FD bidirectional communication between a pair of FD
transceivers. The two FD nodes transmit and receive data to and from each other
over the same frequency band simultaneously. The two nodes A and B are equipped
with NA and NB antennas, respectively. Let linkAB denote the transmission link
from node A to B, and linkBA to denote the link from B to A. Each node receives
a combination of its desired signal from the other node and SI from its own
transmit antennas. In this scenario, if the SI can be reduced completely, then the
spectral efficiency will be doubled by using FD rather than half duplex (HD)
communications.

The next application of FD to wireless communication came in the context of
cooperative communications illustrated in Fig. 4, which generally consist of three
types of nodes, a source node, a relay node, and a destination node. The source

Fig. 3 Full-duplex
bidirectional communications

S R D
linkRDlinkSR

Fig. 4 Full-duplex cooperative communications
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node wants to transmit its data signal to the destination node. The relay node is
used for increase the coverage of the source node, i.e., it receives, amplifies and
retransmits the wireless signal. Let us denote the transmission links from S to R
as linkSR and R to D as linkRD, respectively. When FD transmission is applied to
the relay node, however, the source and relay nodes can simultaneously transmit
their signals via linkSR and linkRD in the same frequency band. Similar to the FD
bidirectional scenario, the FD cooperative communications can theoretically double
the spectral efficiency.

Finally, the FD cognitive radio networks (CRNs) is considered. In CRNs, the
secondary (unlicensed) users (SUs) are allowed to share the licensed spectrum with
the primary (licensed) users (PUs) as long as SUs do not cause harmful interference
at the PUs. Spectrum sensing is essential in identifying spectrum holes that can
be utilized by SUs. Conventionally, SUs need to periodically suspend their ongoing
transmissions to perform spectrum sensing, which leads to spectrum waste and tardy
reaction to the PU’s state change. When SUs have FD capability, they can perform
simultaneous sensing and transmission, as shown in Fig. 5, and thus to bypass the
intrinsic problems in conventional HD CRNs.

Apart from the aforementioned application scenarios, full-duplex wireless can
be applied to more communication scenarios, such as cellular networks, ad-hoc net-
works, local area networks, satellite communications, vehicle communications, etc.
Taking FD cellular network as an example, the base station can operate in FD,
then it can support simultaneous uplink and downlink communications, potentially
doubling the spectral efficiency.

The rest of the chapter is organised as follows: Section 2 introduces FD bidirec-
tional communications, including the FD/HD mode switching and transmit-receive
antenna pair selection schemes. In Sect. 3, the FD cooperative communications
are described. The one-way joint relay and antenna mode selection and two-way

Fig. 5 Full-duplex cognitive
radio network
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relay selection schemes are briefly introduced in this section, and the performance
analysis of the schemes is provided. Finally, the “listen-and-talk” protocol of FD
CRNs is presented in the last section.

2 Full-Duplex Bidirectional Communications

Thanks to the various state-of-the-art approaches for self-IC schemes, SI is no longer
a critical bottleneck to implementing a practical FD system. In this section, a few
signal processing techniques of FD bidirectional communications are elaborated,
and the analysis of their performance is given.

2.1 Mode Switching Between Full-Duplex and Half-Duplex

Typically, there are two kinds of baseline for FD and HD mode switching: fixed
number of antennas, and fixed number of RFs. When the number of antennas is
fixed, the system can be adaptively switched between FD and half-duplex spatial-
multiplexing (HD-SM), where both modes have the same degree of freedom. On the
other hand, when the number of transmit and receive RFs is fixed, the number of
active RFs in FD can be twice of that in HD,1 thus the degree of freedom of FD is
potentially doubled. In this section, only the first kind is considered, and details of
the second kind can be found in [12].

The system model is illustrated in Fig. 6, where each node is equipped with
two antennas. In FD, one antenna is used for transmission and the other is used
for reception at each node, while, in HD-SM, both antennas at one node are used
for transmission and those at the other node are used for reception. In FD, the SI

h11

hSI,A hSI,B

h22

~~ h12 h21

h11

h22

Fig. 6 Mode switching between FD and HD-SM

1In FD, all of the RFs are active, while only transmit RFs at the transmitter and receive RFs at the
receiver in HD are active.
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can be partially cancelled by the aforementioned SI cancelation techniques, and
the residual interference can generally be modeled to follow Rayleigh distribution.
On the other hand, the HD-SM system can use all of the communication links and
avoid the self-interference problem, however, it may suffer from the sum-rate loss
caused by the spatial correlation. As depicted in Fig. 6, there are overall 6 links,
containing 4 communication links and 2 self-interference links. The communication
links between the two nodes can be denoted as H D �

hij
�
, i; j D 1; 2, the entry of

which follows independent identically distributed (i.i.d.) Rayleigh distribution with
zero mean and unit variance, while the residual self-interference channel is QhSIk,
k D A;B, with zero mean and unit variance.

In FD, the two nodes employ 2 communication links to exchange information.
After self interference cancellation, both nodes receive a combination of the signal
transmitted by the other node, the residual self interference, and noise

yA D p�h11xB CpQhSI;AxA C nA (1)

yB D p�h22xA CpQhSI;BxB C nB;

where � and  denote the average SNR and INR, respectively. xA, xB denote the
signal transmitted from nodes A and B, and nA; nB denote the AWGN with zero
mean and unit variance at the corresponding nodes.

At the same time, when the HD-SM system is employed, assuming time division
duplex in this paper, each node processes one half of the time resources for
transmission through a 2�2 channel H. We first consider received signal at node B,
which is given by

yB;SM D p�HxA C nB; (2)

where nB is an AWGN vector with unit variance. xA is the signal vector transmitted
from node A.

The HD-SM system can avoid the self-interference problem, however, it suffers
from the sum-rate loss caused by the spatial correlation. Under the separable
correlation model [13], it is possible to express the channel matrix as H D
ˆ
1=2
R H0ˆ

1=2
T , where H0 is an i.i.d. zero mean complex Gaussian random matrix

with unit variance, and ˆR and ˆT represent the normalized correlation matrixes at
receiver and transmitter, respectively. Assuming a block-fading reciprocal channel,
where channel varies independently at different time slots, and the forward channel
is reciprocal with the reverse channel. Because the two nodes process one half of
time resource, transmit/receive correlation matrices at a node are receive/transmit
correlation matrices at the other node. Thus, the received signal at node A is
symmetric, and the average achievable rates for the two nodes are equal. For
simplicity, in the following sections, only node B is considered as the receiver.
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2.1.1 Average Sum Rates

Due to symmetry, the average rates of the two directions are equal, thus the average
sum rate is a doubled rate of one direction

NRFD D 2E

"

log2

 

1C �jh22j2

ˇ
ˇQhSI;A

ˇ
ˇ2 C 1

!#

; (3)

After some manipulations, the closed form expression can be expressed as [14]

NRFD

2 exp
�
1
�

�
log2 e

�


�
� 1

�
	

exp

�
1


� 1
�

�
E1

�
1



�
� E1

�
1

�

�

: (4)

where E1.�/ is the exponential integral function of the first order.
Next, the performance of HD-SM is given. The case of HD-SM with power

constraint � and equal power allocation at the transmitter is considered. The
eigenvalues of the transmit and receive correlation matrixes, ˆR and ˆT are
represented as �r;1 > �r;2 and �t;1 > �t;2, respectively. Therefore, the sum rate of
the correlated HD-SM system can be represented as [13]

NRSM D E
n
log2 det

�
IC �

2
HH
0 ˆH

R H0ˆT

�o
(5)

D
2

2P

lD1
det .„.l//

ln.2/�.�t;2 � �t;1/.�r;2 � �r;1/
;

where„.l/, l D 1; 2, are 2 � 2 matrixes with entries given by

f„.l/gi;j D
(
�

2
�t;i�r;jexp

�
2

��t;i�r;j

�
E1
�

2
��t;i�r;j

�
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�

2
�t;i�r;j C 1; i ¤ l

: (6)

As a result, combining the exact sum rates of the FD mode (4) and the HD-SM
mode (5), we can define

�REX �DNRFD � NRSM: (7)
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ln.2/�.�t;2 � �t;1/.�r;2 � �r;1/
:
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The system can adaptively select between FD and HD-SM modes depending
on �REX. That is, the system selects HD-SM, if �REX < 0; otherwise, it selects
FD. The criterion is determined by three statistical factors: the average INR  in FD,
the spatial correlation ˆT , ˆR in HD-SM, and the average SNR �. However, it is
rather complicated to determine the exact criterion through these three factors. In the
following, the approximate results are provided to facilitate the mode switching.

2.1.2 Approximate Results

First the approximate average sum rate of the FD system is calculated at high SNR.
Using the approximation E1 ."/ � �� � ln ."/ and exp ."/ � 1C " for "D 1

�
! 0

[15], the approximate sum rate of the FD system in (4) can be rewritten as

NRAP
FD D2

�C 1
� �  log2� � 2�

�C 1
� �  log2e (8)

� 2
�
�2 � 1� log2e

.� � / � exp

�
1



�
E1

�
1



�
;

where � � 0:5772 is Euler’s constant [15]. Furthermore, at low or moderate INR,
i.e., �� , (8) can be well approximated by

NRAP
FD D Œ2log2� � 2� log2e� � exp

�
1



�
E1

�
1



�
log2e: (9)

The first term is the high-SNR sum rate of the FD system without residual self
interference, and the second term denotes the rate degradation caused by the residual
self interference.

On the other hand, at high SNR, the average sum rate of the HD-SM system can
be well approximated by Paulraj et al. [16]

NRAP
SM D E

n
log2 det

��
2

H0HH
0

�o
C log2 det

�
ˆT

�
(10)

C log2 det
�
ˆR

�

�
h
2 log2.

�

2
/C .1 � 2�/ log2 e

i
C log2 det

�
ˆT

�

C log2 det
�
ˆR

�
:

The first term is the high-SNR sum rate for independent fading HD-SM. The second
and third terms represent the rate degradation due to the spatial correlations at
transmit and receive sides, respectively. It is worth noting that det

�
ˆT

�
and det

�
ˆR

�

are less than one, and a larger correlation ˆ implies a smaller det .ˆ/.
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Similarly, an approximate selection criterion can be derived by calculating the
difference between the approximate average sum rates in (10) and (23)

�RAP �DNRAP
FD � NRAP

SM (11)

D Œ2 � log2 e� � log2
�
det

�
ˆT

�
det
�
ˆR

��

� 2 exp

�
1



�
E1

�
1



�
log2e;

Given the high-SNR assumption,�RAP is just determined by two factors: monoton-
ically increasing with spatial correlation in the HD-SM system, and monotonically
decreasing with the average INR , but independent of SNR �.

Let �RAP D 0, and the approximate selection threshold can be calculated. We
consider the exponential correlation model [13] with equal correlation coefficients
at both sides

ˆT D ˆR D
	
1 ˇ�
ˇ 1



; (12)

Then, the selection threshold of spatial correlation ˇth can be given by

jˇthj D
8
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:

r
1 � 2

exp
h
0:5Cexp
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1


�
E1
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1


�i ;  > 0

0;  
 0
: (13)

Given  � 0, the system selects HD-SM, if jˇj > jˇthj; otherwise, it selects FD. If
 
 0, �RAP is always positive, i.e., FD is always superior to HD-SM even if the
MIMO channel is independent. 0 is the value that satisfies

1 � 2

exp
h
0:5C exp

�
1
0

�
E1
�
1
0

�i D 0 (14)

exp

�
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0

�
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�
D ln 2 � 0:5

By using 1
2

ln
�
1C 2

x

�
< exp.x/E1.x/ < ln

�
1C 1

x

�
[15] for x D 1

0
, we can obtain

2p
e
� 1 < 0 < 2

e
� 1
2
: (15)

Or equivalently, we have �6:71 dB < 0 < �6:28 dB.
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The derivative of jˇthj can be written as

djˇthj
d

D djˇthj
dt

dt

d
; (16)

where t D exp
�
1


�
E1
�
1


�
. It is obvious that djˇthj

dt > 0, and dt
d can be given by

dt

d
D1

� 1

2
exp

�
1



�
E1

�
1



�
(17)

>
1


� 1


C 1
2C 1

D 1

2C 1 > 0

where the first inequality is obtained by using x exp.x/E1.x/ < xC1
xC2 [15] for x D 1


.

Thus, we can obtain djˇthj
d > 0, which implies that the spatial correlation threshold

in (13) monotonically increases with self interference.
Figure 7 depicts the exact and approximate switching thresholds between FD

and HD-SM, where we assume ˇr D ˇt D ˇ without loss of generality. The exact
threshold is obtained by comparing the exact sum rates of the FD and HD-SM
systems in (4) and (5). The approximate threshold is given in (13). Above the
threshold is the area where the FD system outperforms the HD-SM system, whereas
the HD-SM system achieves a better performance in the region below the curve.
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Fig. 7 Exact and approximate switching thresholds, with SNR D 30 dB
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Moreover, through simulation, we can obtain 0 � �6:4 dB, which accords with
the aforementioned analysis �6:71 dB < 0 < �6:28 dB. Through this figure, it
can be shown that at high SNR, the approximate threshold is effective to determine
whether the FD system or the HD-SM system should be employed in a specific
condition.

2.2 Transmit-Receive Antenna Pair Selection

In this subsection, a transmit-receive antenna pair selection (TRAPS) strategy
[17, 18] is elaborated, where the functions of the antennas are not predefined, and
the system can adaptively configure the antennas for transmission and reception
based on the given criteria. In the following, the maximum sum rate and minimum
symbol error rate (SER) criteria are introduced, and their performance is analyzed.

As shown in Fig. 8, a bidirectional communication scenario with two nodes, N1
and N2, is considered , where each node is equipped with two antennas, which can
be dynamically configured for transmission and reception. There exist four kinds
of possible combinations (patterns), as depicted in Fig. 8. The channels between
the two nodes exhibit independent Rayleigh fading. Let h.j/

iNi denote the channel

of pattern .j/ from node NNi to Ni, i D 1; 2, j D 1; 2; 3; 4, Ni D 3 � i, in Fig. 8.

h21

h12

h21

h12

h21h12

h12 h21
(4) (4)

(2)

(1)

(1)

(3)

(3)

(2)

Fig. 8 System model of TRAPS scheme
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We assume that they are all complex-Gaussian random variables with zero mean
and unit variance, i.e., h.j/

iNi � CN .0; 1/. The transmit powers of the two nodes are
equal, denoted by Ps.

The received signal at node Ni can be expressed as

y.j/i D
p

Psh
.j/

iNi x.j/Ni C
p
Psw

.j/
i C n.j/i ; (18)

where x.j/Ni denotes the transmitted signal from node Ni in pattern j. The second term
represents the residual interference after cancelation. wi follows CN .0; 1/, and 
denotes the interference cancelation factor, indicating the cancelation capability.
A small  indicates a good performance of interference cancelation. ni denotes the
additive white Gaussian noise (AWGN) at node i, with zero mean and unit variance.
Therefore, the instantaneous received signal-to-interference-plus-noise ratio (SINR)
of node Ni in pattern j can be expressed as

�
.j/
i D

Ps

Ps C 1 jh
.j/

iNi j
2
: (19)

The probability density function (PDF) of �.j/i is given by

f
�
.j/
i
.x/ D Ps C 1

Ps
e� PsC1

Ps
x: (20)

Furthermore, we have jh.1/
iNi j2 D jh

.3/

Nii j2, jh
.2/

iNi j2 D jh
.4/

Nii j2. Thus, pattern .1/, .3/ and
pattern .2/, .4/ have the same instantaneous SINR at each node, respectively. For
simplicity, only patterns .1/ and .2/ are considered for the rest of this subsection.

2.2.1 Maximum Sum Rate Criterion

In the Max-SR approach, where the pattern is selected with a higher sum rate of the
two nodes

P D arg max
j

 
2X

iD1
R.j/i

!

; (21)

where R.j/i D log2
�
1C Ps

PsC1 jh
.j/

iNi j
2
�

represents the rate of node Ni in pattern .j/.

Thus, the sum rate of the Max-SR approach can be given by

NRmax D E

"

max
j

 
2X

iD1
R.j/i

!#

; (22)
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By using max .AC B;CC D/ 
 max .A;C/C max .B;D/, for A;B;C;D � 0,2

An analytical upper bound is derived as

NRub D E

"
2X

iD1
max

j

�
R.j/i

�
#

: (23)

After some manipulations, (23) can be rewritten as

NRub D 2
	
2e

PsC1
Ps E1

�
Ps C 1

Ps

�
� e

2PsC2
Ps E1

�
2Ps C 2

Ps

�

log2e: (24)

In the high-SNR regime, the average sum rate is obtained as

lim
Ps!1

NRub D 2eE1./log2eC 2
�
eE1 ./ � e2E1 .2/

�
log2e: (25)

The first term of (25) is the sum rate of traditional FD in the high-SNR regime, while
the second term, which is easily proved to be positive, represents the improvement
of the sum rate ceiling by using Max-SR approach.

We define �R D eE1 ./ � e2E1 .2/, and we have d�R=d < 0. It indicates
that when the residual self interference gets smaller, the improvement of the sum rate
increases. Furthermore, when the self interference is canceled properly, i.e., ! 0,
an upper bound of �R can be obtained, by using E1 ./ � �� � ln , e � 1C 

�R 
 �R!0 � .1C / ln 2C  .� C ln 2/ � ln 2: (26)

Substituting (26) into (25), it can be shown that the improvement of the sum rate
increases with the improvement of the interference cancelation ability, i.e., the
decrease of , and it is upper bounded by 2.

Figure 9 plots the sum rate versus the transmit power Ps for the FD with or
without TRAPS. The exact sum rate curves are given by Monte Carlo simulations
with the interference cancelation factor  D f�3;�10;�20 dBg. The upper bound
of the Max-SR is depicted by (24). Figure 9 shows that the Max-SR achieves a sum
rate gain, and converges to a higher sum rate ceiling than that of the traditional FD.
In addition, with the improvement of interference cancelation, i.e., the decrease of
, the sum rate gain increases correspondingly.

2This inequality can be proved by classified discussion on the different relationships of A, B, C
and D.
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Fig. 9 Analytical and simulated sum rate versus transmit power Ps of Max-SR and traditional FD,
with  D f�3;�10;�20 dBg

2.2.2 Minimum SER Antenna Criterion

In the Min-SER criterion, the pattern is selected with a lower sum SER of the two
nodes

P D arg min
j

 
1

2

2X

iD1
SER.j/i

!

; (27)

where SER.j/i denotes the SER at Ni from the other node in pattern .j/. The average
SER of the Min-SER approach is conditioned on the instantaneous SINR and can
be written as

SERmin D 1

2
E

"

min
j

 
2X

iD1
Q

�q
b�.j/i

�!#

; (28)

where Qf�g is the Gaussian-Q function, and b is a constant determined by the
modulation format, e.g., b D 2 for binary phase-shift keying (BPSK).

In most cases, the sum SER of the two nodes is dominated by the larger one,
and thus, a simplified selection criterion can be considered for which the larger
instantaneous SER is minimized so as to minimize the average sum SER in a
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suboptimal way, referred to as Min-Max selection criterion [19]. The selected
pattern is denoted by P , and we have

P D arg min
j

�
1

2
max

i

�
SER.j/i

��
: (29)

Since Q.�/ is a monotonic decreasing function, the Min-Max selection criterion
in (29) can be further written as

P D arg max
j

�
1

2
min

i

�
�
.j/
i

��
: (30)

As the performance of the Min-Max criterion is almost the same as the optimal
criterion, which will be verified through the simulations, then the average SER based
on the Min-Max criterion is analyzed. Let SERmm

i denote the instantaneous SER at
node Ni, based on the Min-Max criterion. The average SER based on the Min-Max
criterion can be written as

SERmm D 1

2
E
�
SERmm

1 C SERmm
2

�
: (31)

Furthermore, as earlier discussed, the sum SER (31) can be lower bounded by using
the larger SER

SERlb D 1

2
E
�
max

�
SERmm

1 ;SERmm
2

��
(32)
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h
Q
�p

bzmax

�i
;

where we define zmax D max
j

�
min

i

�
�
.j/
i

��
, and based on (20), the pdf of zmax is

given by the order statistics [20]

fzmax
.z/ D 4Ps C 4
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�
e� 2PsC2
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z � e� 4PsC4

Ps
z
�
: (33)

Its corresponding cdf can be written as

Fzmax
.z/ D 1 � 2e� 2PsC2

Ps
z C e� 4PsC4

Ps
z: (34)

By substituting (34) into (32), the lower bound of the SER can be given by

SERlb D 1

2
C 1

2

s
bPs

.bC 8/Ps C 8 �
s

bPs

.bC 4/Ps C 4: (35)
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At high SNR, (35) can be rewritten as

lim
Ps!1 SERlb D 1

2
C 1

2

s
b

bC 8 �
s

b

bC 4 : (36)

From (36), it indicates that the SER of the Min-Max criterion also converges to an
error floor.

The average SER of traditional FD without TRAPS is also provided for
comparison

SERt D 1

2
� 1
2

s
bPs

.bC 2/Ps C 2 : (37)

At high SNR, the SER of the traditional FD without TRAPS can be rewritten as

lim
Ps!1 SERt D 1

2
� 1
2

s
b

bC 2 : (38)

By using Taylor expansion, the SER lower bound of the Min-Max criterion (36) and
the average SER of traditional FD (38) can be rewritten as

SERt � 

b � 3
2

�


b

�2 C � � � ;
SERlb � 6

�


b

�2 C � � � : (39)

It clearly indicates in (39) that the error floor of TRAPS based on the Min-Max
criterion is limited by 2, while that of traditional FD is limited by . Assuming
! 0, we have SERlb � SERt, and the improvement of the average SER
significantly increases as  gets smaller.

Figure 10 compares the Min-SER approach with the traditional FD. The simu-
lations are performed for a BPSK modulation, with  D f�3;�10;�20g dB. The
simulated SER based on the Min-Max criterion is also included, showing that the
Min-Max criterion achieves almost the same performance as the optimal criterion.
The analytical approximation using only the larger node’s SER (35) is included,
which is tight at medium to high SINR. Another important observation is that the
SER curves converge to different error floors. The Min-SER approach has much
lower error floor than the traditional FD, and the average SER gain gets larger with
the decrease of the residual self interference.
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Fig. 10 Analytical and simulated SER versus transmit power Ps of Min-SER and traditional FD,
with  D f�3;�10;�20 dBg

3 Full-Duplex Cooperative Communications

Cooperative communications, or relaying, is a promising technology that can
improve the throughput and coverage of the access points significantly. The
traditional relay operates in the HD mode due to its implementation simplicity,
leading to inefficient use of the limited spectral efficiency. To integrate the benefits
of FD and relaying, it is natural to make relays operate in the FD mode [21–24]. In
this section, two schemes in one-way and two-way FD relay communications will
be introduced.

3.1 One-Way Joint Relay and Tx/Rx Antenna Mode Selection

In this subsection, the joint relay and Tx/Rx antenna mode selection scheme
(JRAMS) [23] is described, where there are one source (S), one destination (D), and
N AF relay nodes, as shown in Fig. 11. We assume that there is no direct channel link
between the source and the destination due to the strong path loss and attenuation
in this link. Both source and relay nodes use the same time-frequency resource, and
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Fig. 11 System model of the multiple AF relay system, j; k 2 f1; 2g and j ¤ k

the relay nodes work in the full-duplex mode with two antennas (one for receiving
and one for transmitting), denoted by T1 and T2. In the JRAMS scheme, only the
optimal relay with the optimal configuration of FD Tx and Rx antenna mode is
selected to forward the signals from the source to the destination. Note that for
each relay, the Tx/Rx mode of the two antennas is adaptively determined based on
the instantaneous channel conditions between the source/destination and the two
antennas of the FD relay nodes.

Assuming that the ith relay node, denoted by Ri, is selected to forward the signal,
and the relay node Ri configures its antenna Tj/Tk to receive/transmit the signal,
i 2 f1; 2; : : : ;Ng, j; k 2 f1; 2g and j ¤ k.

The signal received by antenna Tj of the relay Ri is given as

y.j/i Œt� D h.j/S;i

p
PSxŒt�C Ik!j

i

p
PRxiŒt�C n.j/i Œt�; (40)

where h.j/S;i is the channel link between the source and the antenna Tj of the relay

Ri, and Ik!j
i is the residual loop interference from the transmit antenna Tk to the

receive antenna Tj of the relay Ri. xŒt� and xiŒt� are the tth signal with the unit power,
transmitted from the source and the relay Ri, respectively. PS and PR are the transmit
power of the source and relay node. n.j/i is the additive white Gaussian noise at the
receive antenna Tj with the power �2.

Upon receiving the signal from the source, the relay uses the AF protocol to
forward the following signal.

xiŒt� D ˇk!j
i y.j/i Œt�; (41)

where ˇk!j
i is the power amplification factor to ensure that the average power of

signal xRi Œt� satisfies the following power constraint,
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E
�jxiŒt�j2

� D
�
ˇ

k!j
i

�2�jh.j/S;ij2PS C jIk!j
i j2PR C �2

�

 1: (42)

From Eq. (42), we have

ˇ
k!j
i D

s
1

jh.j/S;ij2PS C jIk!j
i j2PR C �2

: (43)

The received signal at the destination is given by

yDŒt� D h.k/i;D

p
PRxiŒt�C nDŒt�; (44)

where h.k/i;D is the channel link from the transmit antenna Tk of the relay Ri to
destination, and nD is the additive white Gaussian noise with mean zero and variance
�2 at the destination.

The end-to-end SINR can be obtained as

�
k!j
i D

PSPR

ˇ
ˇ
ˇh.j/S;ih

.k/
i;Dˇ

k!j
i

ˇ
ˇ
ˇ
2

P2R

ˇ
ˇ
ˇh.k/i;DIk!j

i ˇ
k!j
i

ˇ
ˇ
ˇ
2 C PR

ˇ
ˇ
ˇh.k/i;Dˇ

k!j
i

ˇ
ˇ
ˇ
2

�2 C �2
: (45)

Substituting (43) into (45), the end-to-end SINR via the relay Ri can be
calculated as

�
k!j
i D PSPR�

.j/
S;i�

.k/
i;D

PS�
.j/
S;i C .PR�

.k/
i;D C 1/.PR�

k!j
LI;i C 1/

; (46)

where �.j/S;i D jh.j/S;ij2=�2, �.k/i;D D jh.k/i;Dj2=�2, and � k!j
LI;i D jIk!j

i j2=�2, representing the
link gains between the source/destination and the relay Ri, and the interference gain
from the transmit antenna to the receive antenna at the relay Ri respectively.

The block Rayleigh fading are assumed for all links, where the channel remains
unchanged during a transmit slot, and changes independently from one slot to
another. The mean value of channel gains between the source/destination and
the Tx/Rx antenna of the FD relay nodes, �.j/S;i and �.k/i;D , are denoted by �.j/S;i and

�
.k/
i;D respectively. We also assume that the average channel gains between the

source/destination and the two antennas of the relay Ri is same, �.1/S;i D �
.2/
S;i D �S;i

and �.1/i;D D �.2/i;D D �i;D. The residual loop interference between Tx and Rx antenna
at relay is modeled as a block Rayleigh fading channel. The mutual interferences
between Tx and Rx antenna at each relay node, �1!2

LI;i and �2!1
LI;i at the relay node

Ri, are assumed to be the same due to the same loop interference cancellation
method with the same configurations. Therefore, the interference gain of the relay
Ri, �1!2

LI;i D �1!2
LI;i D �LI;i, follows the exponential distribution with the expectation

of �LI;i. The interferences at different relay nodes are independent.
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In the system under consideration, each relay node is equipped with two
antennas. One antenna is used to receive the signal from the source node, and the
other is to forward the signal at the same time. There are two possible channel link
pairs between one relay and source/destination nodes, depending on which antenna
of T1 and T2 is used as Tx and Rx antenna at relay. Those are mode2!1 where relay
Ri configures the antenna T1 as the receive antenna and T2 as the transmit antenna,
and mode1!2 where relay Ri configures T2 as the receive antenna and T1 as the
transmit antenna. The optimal Tx/Rx antenna mode for relay Ri is determined based
on the maximal end-to-end SINR criterion as follows,

modei D arg maxf�1!2
i ; �2!1

i g; (47)

where �2!1
i denotes the end-to-end SINR when the relay Ri works under mode2!1,

and can be computed via Eq. (46). Similarly, �1!2
i is the end-to-end SINR via the

relay Ri under mode1!2. The CSI of h.j/S;i and h.k/i;D can be measured by the standard

pilot-based channel estimation. The CSIs of the loop interference channel Ij!k
i can

be obtained through sufficient training. It is also assumed that the very reliable
feedback channels are deployed, and CSIs can be estimated and transmitted to the
decision node accurately.

In the multiple relay system, the optimal relay with the optimal Tx/Rx antenna
mode configuration is selected to optimize the end-to-end SINR performance.
Therefore, JRAMS scheme can be formulated as

fRopt;modeoptg D arg max
i
f�ig; (48)

where �i D maxf�1!2
i ; �2!1

i g. At the beginning of each transmission, all the
CSIs are measured and collected at a decision node (say source node). The system
computes the end-to-end SINR of the 2N candidate relaying modes, and selects the
optimal relay Ropt with the optimal antenna mode configuration modeopt based on
the end-to-end SINR maximization criterion in the JRAMS scheme as shown in
equation above. The selected relay node Ropt will be used to help to forward the
signal from the source to the destination under the optimal mode modeopt.

Then, the performance analysis of the JRAMS scheme is provided. The approxi-
mate CDF expression of the end-to-end SINR via the ith FD relay node, denoted by
�i, can be calculated as [23]

Fi.x/ D 1 � 2

1C ix
Ii.x/C 1

1C 2ix
I2i .x/; (49)

where

Ii.x/ D 2
s

x2 C x

PSPR�S;i�i;D
K1

 

2

s
x2 C x

PSPR�S;i�i;D

!

e
�
�

1
PS�S;i

C 1
PR�i;D

�
x
: (50)
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and K1.�/ is the first order modified Bessel function of the second kind [15], and
i D PR�LI;i=PS�S;i.

When the average link SNRs, PS�S;i and PR�i;D, go to infinity, 2
q

x2Cx
PSPR�S;i�i;D

K1
�
2
q

x2Cx
PSPR�S;i�i;D

�
approaches one, and thus Ii.x/ ! 1. The distribution of the

received SINR via the ith relay in the high transmit power scenarios will approach

F1
i .x/ D 1 �

2

1C ix
C 1

1C 2ix
: (51)

In the high link SNR conditions, the distribution of the end-to-end SINR
approaches a special distribution which is only determined by the loop interference
level i at the relay node. This indicates that the performance of the FD relay system
is similar in the high link SNR scenarios, and increasing the transmit power at the
transmitter will be helpless to improving the system performance.

In this scheme, the optimal relay with the largest end-to-end SINR is selected to
forward the signal. Therefore, the outage probability of JRAMS scheme of the N
relay networks can be calculated as

Pout.x/ D
NY

iD1

	
1 � 2

1C ix
Ii.x/C 1

1C 2ix
I2i .x/



: (52)

The transmit power of the source and the relay is assumed same, PS D PR D Pt.

In the high transmit power scenario, the function Ii.x/ approaches e
�. 1

Pt�S;i
C 1

Pt�i;D
/x

,
the outage probability can be written as

Pout.x/ �
NY

iD1

�
1 � 2

1C ix
e

� 1
Pt
. 1
�S;i

C 1
�i;D

/x C 1

1C 2ix
e

� 2
Pt
. 1
�S;i

C 1
�i;D

/x
�
: (53)

Based on the finite-SNR diversity order defined in [25], the diversity order dJRAMS

of the JRAMS scheme is obtained as

dJRAMS.�/ D
NX

iD1

2x

Pt
.
1

�S;i
C 1

�i;D
/

1
1Cix

e
� 1

Pt
. 1
�S;i

C 1
�i;D

/x � 1
1C2ix

e
� 2

Pt
. 1
�S;i

C 1
�i;D

/x

1 � 2
1Cix

e
� 1

Pt
. 1
�S;i

C 1
�i;D

/x C 1
1C2ix

e
� 2

Pt
. 1
�S;i

C 1
�i;D

/x
:

(54)

The diversity order can be well estimated as by using the Taylor expansion

dJRAMS.�/ �
NX

iD1
2

1C Ai

1C 2Ai C 2A2i
; (55)



322 M. Zhou et al.

where Ai D Pti�S;i�i;D
�S;iC�i;D

. It can be observed that when the transmit power Pt increases
to infinity, the diversity order approaches zero, representing the performance floor of
the FD relaying system. It also shows that in the small loop interference condition,
Ai ! 0, the diversity order of JRAMS scheme can reach almost 2N before the
reaching the performance floor.

The performance floor of the outage probability are expressed as

P1
out.x/ D

NY

iD1

�
1 � 2

1C ix
C 1

1C 2ix

�
: (56)

The performance floor of the proposed scheme is determined only by the loop
interference level i of the N relay nodes, and is lower than that without the Tx/Rx
antenna mode selection.

Figure 12 plots the outage performance versus the transmit power for the FD
relay system with N D 1; 2; 3 and the loop interference level  D 0:05. The
performance of the conventional optimal relay selection (ORS) scheme, proposed
in [22], is also illustrated in Fig. 12 for comparison. It can be observed from the
figure that there is a performance floor which coincides with the result computed
by (56). In the same loop interference environment, the proposed JRAMS scheme
outperforms that with the fixed antenna configuration obviously.
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Fig. 12 Outage probability of JRAMS scheme versus the transmit power,  D 0:05
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3.2 Two-Way FD Relay Selection Scheme

In this subsection, a two-way FD relay selection (FRS) scheme with AF proto-
col [24] is introduced, as illustrated in Fig. 13. The system consists of two sources,
denoted by Sj, j D 1; 2, and N relays, denoted by Ri, i D 1; : : : ;N. The transmit
powers of each source and each relay are denoted by ps and pr, respectively. The
direct link between sources does not exist due to the shadowing effect. The block-
fading channel coefficient between Sj and Ri is reciprocal and denoted by hji, which
follows independent complex-Gaussian distribution with zero mean and normalized
variance.

In contrast to the system model of traditional two-way HD relay [19], each
communication node in Fig. 13 operates in the FD mode. We assume that each node
is equipped with one FD anttena [26, 27]. The residual self-interference channels at
Sj and Ri are denoted by QhSj and QhRi . Considering the transmission by the relay Ri

at the time slot �, the sources Sj, j D 1; 2, transmit their respective symbols xjŒ��

to Ri. Simultaneously, Ri broadcasts another symbol tiŒ�� to the sources. Therefore,
the received signal at Ri is

riŒ�� D ppsx1Œ��h1i Cppsx2Œ��h2i C QhRi tiŒ��C nri Œ�� (57)

where E
˚
xjŒ��

2
� D 1, nri Œ�� is the additive white Gaussian noise (AWGN) at Ri

with zero-mean and variance of �2n , and the residual self-interference at the relay
eri D QhRi tiŒ�� is modeled by AWGN with zero-mean and variance of �2e;r.

The relay Ri adopts the AF protocol, and thus tiŒ�� is the amplification of the
prior received signal, i.e.,

tiŒ�� D pprˇririŒ� � 1� (58)

Signal of interest

Self-interference

R1

Ri

RN

S2S1

hS1

~ ~ ~
hS2

hRix1[k]
x2[k]

y2[k]

r [k]

t [k]
y1[k]

h1i
h2i

Fig. 13 System model of two-way FRS scheme
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where ˇri is the amplification factor of Ri. From (57) and (58), tiŒ�� can be
expanded as

ti Œ�� D ˇri

p
pr

1X

mD1

�Qhriˇri

p
pr
�m�1̊

h1i
p

psx1 Œ��m�Ch2i
p

psx2 Œ��m�Cnri Œ��m�
�
:

(59)
To prevent the oscillation at Ri, the amplification factor ˇri should be

ˇri D
1

q
psjh1ij2 C psjh2ij2 C prjQhRi j2 C �2n

(60)

Therefore, according to (59) and (60), the variance of tiŒ�� is finite, i.e.,

EftiŒ��2g D
�jh1ij2ps C jh2ij2ps C �2n

� ˇ2ri
pr

1 � jQhRi j2ˇ2ri
pr
D pr: (61)

The received signal at Sj, j D 1; 2, is expressed as

yj Œ�� D hjiti Œ��C nj Œ��C QhSj

p
psxj Œ�� (62)

where njŒt� is the AWGN at Sj, and the residual self-interference at the source
esj D QhSj

p
psxj Œ�� is modeled by AWGN with zero-mean and variance of �2e;s.

Note that the self-interference at sources and that at relays have different impact on
the performance. Specifically, the self-interference at the relay is iterative because
of (57) and (58), and might make the relay oscillation, whereas the self-interference
at the source is non-iterative.

According to (57), (58), and (62), the received signal at Sj can be expanded as

yj Œ�� D hjihjiˇri

p
prpsxj Œ� � 1�C hjihjiˇri

p
prpsxj Œ� � 1� (63)

C hjiˇri

p
pr QhRi ti Œ� � 1�C QhSj

p
psxj Œ�� (64)

C hjiˇri

p
prnri Œ� � 1�C nj Œ�� (65)

where fj; jg D f1; 2g or f2; 1g. The first term in (63) can be subtracted totally
because of network coding technique [28], and the second term in (63) is the useful
signal from Sj; the first term and the second term in (64) are the residual self-
interference from Ri and Sj, respectively; the first term and the second term in (65)
are the noise from Ri and Sj, respectively.

After some manipulation, the instantaneous received SINR at Sj via Ri is
written as

�ji D
Q sjhjij2 Q rjhNjij2� Q s C Q r
� jhjij2 C Q sjhNjij2 C 1

; (66)



Full-Duplex Wireless Communications for 5G 325

where Q s D ps
.�2e;rC1/�2n and Q r D pr

.�2e;sC1/�2n , and �2e;s and �2e;r are the variances of

residual self-interference at the sources and the relays, respectively.
According to [24], in the two-way relay, the optimal FRS scheme is

k D max
iD1;:::;N min

�jh1ij2; jh2ij2
�

(67)

where k is the index of the selected relay. The RS scheme (67) is optimal in
minimizing the outage probability and symbol error rate, and also maximizing the
ergodic capacity.

In the following, only the bit error rate (BER) analysis is provided for the two-
way FRS scheme, other performance analysis can be found in [24]. Prior to that,
the distribution function of �jk is calculated, which is determined by the distribution
of jhjkj2 according to (66). According to the RS scheme (67), the CDF of jhjkj2 is
expressed as

Fjhjkj2 .z/ D 1 � N
N�1X

mD0

 
N � 1

m

!
.�1/m
2mC 1

(

exp .�z/

C m

mC 1 exp Œ�2 .mC 1/ z�

)

(68)

where j D 1; 2.
With the help of the CDF of jhjkj2, a tight lower bound of BER for Sj can be

obtained

BERj � ˛
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f11 D
2

4

 s
1

Q r

C
s

1

Q h

!2

C ˇ

2

3

5

�
5
2

F

0

BB
B
@
5

2
;
3

2
I 2I

�q
1= Q r �

q
1= Q h

�2
C ˇ=2

�q
1= Q r C

q
1= Q h

�2
C ˇ=2

1

CC
C
A
; (70)

f12 D 2n

2

4

 s
1

Q r

C
s

n

Q h

!2

C ˇ

2

3

5

�
5
2

F

0

B
BB
@
5

2
;
3

2
I 2I

�q
1= Q r �

q

n= Q h

�2
C ˇ=2

�p
1= r C

q

n= Q h

�2
C ˇ=2

1

C
CC
A
; (71)



326 M. Zhou et al.

f21 D 2m

2

4

 s

m

Q r

C
s
1

Q h

!2

C ˇ

2

3

5

�
5
2

F

0

B
BB
@
5

2
;
3

2
I 2I

�q

m= Q r �

q
1= Q h

�2
C ˇ=2

�q

m= Q r C

q
1= Q h

�2
C ˇ=2

1

C
CC
A
; (72)

and
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(73)

In addition, 
m D 2m C 2, 
n D 2n C 2, Q h D Q s Q r
Q sC Q r

, and F .a; bI cI z/ is the

Confluent Hypergeometric function [15].
Figure 14 depicts the BER performance versus SNR D p=�2n , when the variance

of residual self-interference �2e D 0:1; 0:5; and 2, and the number of relay N D 4.
The figure reveals that the two-way FD relay has significant gain than the two-way
HD relay all over the SNR regime, when the residual self-interference is small. For
instance, the performance gain is about 1 dB in high SNR when �2e D 0:5, and the
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Fig. 14 BER of the two-way FD relay selection and two-way HD relay selection, when the
number of relay N D 4
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gain increases to 2 dB when the variance of the residual self-interference decreases
to �2e D 0:1. However, when the residual self-interference is large, the two-way FD
relay has worse performance than the two-way HD relay.

4 Full-Duplex Cognitive Radio Networks

Cognitive radio, which enables spectrum sharing between licensed (PUs) and
unlicensed (SUs) users, has been regarded as a promising solution to spectrum
shortage, and caused wide attention for more than a decade [29, 30]. Conventionally,
the so-called “listen-before-talk” strategy in which SUs sense the target channel
before transmission has been extensively studied [31]. In the listen-before-talk
scheme, the sensing and transmission are separated in time domain, which leads to
two main problems: (1) transmission time reduction due to sensing, and (2) sensing
accuracy impairment due to data transmission. With the help of FD techniques, SUs
no longer need to stop their transmissions periodically for sensing. Instead, they can
perform simultaneous spectrum sensing and data transmission, which can naturally
bypass the above problems. In this section, a “listen-and-talk” (LAT) protocol for
FD CR users based on the idea of simultaneous sensing and transmission [32, 33]
is introduced. The protocol design as well as detailed performance analysis is
provided.

4.1 Listen-and-Talk Protocol

A CRN is considered, consisting of one PU and one SU pair, where SU1 needs to
transmit data to SU2. Each SU is equipped with two antennas Ant1 and Ant2. The
spectrum band occupancy by the PU can be modeled as an alternating ON/OFF
random process where the PU can access the spectrum at any time. We assume that
the probabilities of the PU’s arrival and departure remain the same across the time,
and the holding time of either state is distributed as the exponential distribution [34].
We denote the variables of the idle period and busy period of the PU as t0 and t1,
respectively. And let �0 D E Œt0� and �1 D E Œt1� represent the average idle and busy
duration.

Figure 15 shows the sensing and spectrum access procedure of the LAT protocol.
SU1 performs sensing and transmission simultaneously by using the FD technique:
Ant1 senses the spectrum continuously while Ant2 transmits data when a spectrum
hole is detected. Specifically, SU1 keeps sensing the spectrum with Ant1 with
sampling frequency fs, which is shown in the line with down arrows. At the end
of each slot with duration T, SU1 combines all samples in the slot and makes the
decision of the PU’s presence. The decisions are represented by the small circles,
in which the higher ones denote that the PU is judged active, while the lower
ones denote otherwise. The activity of SU1 is instructed by the sensing decisions,
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Fig. 15 The LAT protocol

i.e., SU1 can access the spectrum in the following slot when the PU is judged absent,
and it needs to backoff otherwise.

On the implementation of the LAT protocol, the residual self-interference
becomes a major impediment to accurate sensing, i.e., when SU1 is transmitting,
part of the transmitted signal will be received by the sensing antenna Ant1, which
obscures the potential signal from the PU. Specifically, the received signal at Ant1
can be expressed as

y D
(

hssp C ı1wC u; H1;

ı1wC u; H0;
(74)

where H1 and H0 are the hypotheses under which the PU is busy or idle,
respectively; sp denotes the signal of the PU, hs is the channel from the PU to Ant1
of SU1, and u � CN �

0; �2u
�

denotes the complex-valued Gaussian noise. Without
loss of generality, we assume that sp is PSK modulated with variance �2p , and hs

is a Rayleigh channel with zero mean and variance �2h . Variable w denotes the
residual self-interference at Ant1, which is modeled as Rayleigh distribution with
zero mean and variance �2�2s , with �2s denoting the secondary transmit power and
�2 representing the degree of self-interference suppression, which is defined as
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�2 WD Power of the RSI

Transmit power
:

The parameter �2 is commonly expressed in dBs, and indicates how well can the
self-interference be suppressed. The Boolean variable ı1 represents SU1’s activity.
As shown above, the distribution of the received signal for sensing is related to the
activity of SU1, indicating that the sensing strategy needs to be adjusted according
to SU1’s own activity.

For simplicity and without loss of generality, energy detection is adopted as the
sensing scheme, and the test statistics O can be given as:

O D 1

Ns

NsX

nD1
jy .n/j2; (75)

where y .n/ denotes the nth sample received by Ant1 in a slot. With a chosen
threshold �, the spectrum is judged occupied when O � �, otherwise the spectrum
is idle, and the false alarm and miss detection probabilities can be defined as,
respectively,

Pf .�/ D Pr .O > �jH0/ ;

Pm .�/ D Pr .O < �jH1/ :
(76)

As mentioned above, the sensing threshold needs to be changed according to
SU1’s activity, i.e., when SU1 is silent, it chooses �0 as the sensing threshold, and
when it is active, it chooses a different �1. In the design of the sensing threshold, one
of the most important constraints is that the interference to the PU must be under
a certain level. This constraint is considered as the collision ratio between SUs and
the PU, defined as

Pc D lim
t!1

Collision duration

PU0s transmission time during Œ0; t�
:

Combining the PU’s state change and SU1’s activity, the collision ratio can be
derived following the solid arrows in Fig. 16, in which the “state transition” block
refers to the Markov chain among the four states of the system: (1) only the PU uses
the spectrum; (2) only the SUs use the spectrum; (3) collision; and (4) spectrum
waste. Further, for simplicity in threshold design, we artificially add a constraint
P0m D P1m D Pm, i.e., the miss detection probability remains the same when SU1 is

either active or silent. Pc�
�
1 � e� T

�1

�
=2 is a good approximation of Pm in common

cases where the PU changes its activity sufficiently slowly.
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Fig. 16 The schematic design procedure of the sensing thresholds of the LAT protocol

Then, the sensing thresholds are given by

�ı1 D �ı1 .Pc/ D
�Q�1 .1 � Pm/p

Ns
C 1

�
.1C �s C �iı1/ �

2
u

D
 
Q�1 � 3

2
� Pc � 1

2
e�T=�1

�

p
Ns

C 1
!

.1C �s C �iı1/ �
2
u ; ı1 2 f0; 1g

(77)

in which �s D �p�
2
h

�2u
denotes the signal-to-noise ratio (SNR) in sensing, and �i D �2�2s

�2u
is the interference-to-noise ratio (INR).

4.2 Spectrum Utilization Efficiency

With the thresholds in (77), the spectrum utilization efficiency can be derived by
following the procedure in Fig. 16. Specifically, the spectrum waste ratio, defined as

Pw D lim
t!1

Duration of unused spectrum hole

Total length of spectrum holes during Œ0; t�
;
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can be calculated as

Pw D �

2
C

�
1
�
� 1

�
P1f C 1 � Pm

1C
�
1
�
� 1

��
1 � P0f C P1f

�

ˇ
ˇ
ˇ
ˇ̌
ˇ
�D1�e

�
T
�0

D 1 � e�T=�0

2
C

e�T=�0

1�e�T=�0
P1f C 1 � Pm

1C e�T=�0

1�e�T=�0

�
1 � P0f C P1f

� ;

(78)

where P0f and P1f denote the false alarm probability when SU1 is silent and active,
respectively, which can be expressed as

Pı1f .Pm/ D Q
�
Q�1 .1 � Pm/

�
1C �s

1C �iı1

�
C �s

1C �iı1

p
Ns

�
; (79)

where Q.�/ is the complementary distribution function of the standard Gaussian
distribution.

In Fig. 17, the receiver operating characteristic curves (ROCs) is used to present
the sensing performance. Both the ROCs of LAT and conventional “listen-before-
talk” (LBT) protocols are presented. For comparison fairness, in the calculation and

χ
χ
β λ
β λ

Fig. 17 ROCs in sensing. In this figure, the probability of the PU’s arrival � D 1=500, departure
� D 6=500, the sample number of a slot Ns is 300, normalized secondary transmit power �2s =�

2
u D

10 dB, sensing SNR �s D �8 dB, the RSI factor �2 in the LAT varies between 0.1 and 0.01, the
spatial correlation coefficient ˇ is 0.85, and the ratio of sensing duration changes between 1=3 and
1=10
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simulation of the LBT protocol, we also assume that each SU is equipped with
two antennas, which means that SU1 can use two antennas for sensing. The spatial
correlation of the two antennas is represented by ˇ, and the percentage of sensing
duration in a slot is denoted by �. In Fig. 17, smaller area under a curve denotes
better sensing performance, i.e., the sensing performance of the LAT is much better
than the LBT. It can be seen that for the curves in the LAT protocol, the solid red
line is lower than the dashed pink one, which indicates that smaller residual self-
interference leads to better sensing performance. It is noteworthy that the ratio of
spectrum waste of the LBT protocol can never be lower than �, while that of the LAT
can be quite close to zero if the PU’s state change is sufficiently slow. Also, in the
left side of Fig. 17 where the allowable Pc is small, Pw in the LAT decreases much
more sharply with the increase of Pc than P0

w in the LBT, which also implies better
sensing performance of the LAT in the real case when Pc is strictly constrained.

4.3 Power-Throughput Tradeoff

The secondary throughput can be obtained from (78):

C D R � .1� Pw/ D log2 .1C �t/ �
0

@1C e�T=�0

2
�

e�T=�0

1�e�T=�0
P1f C 1 � Pm

1C e�T=�0

1�e�T=�0

�
1 � P0f C P1f

�

1

A ;

(80)

where �t D �2s �
2
t

�2u
represents the SNR in transmission, with �2t denotes the pass loss

of the transmit channel from SU1 to SU2.
In the expression of SU1’s throughput in (80), there are two factors: R and

.1 � Pw/. On one hand, R is positively proportional to SU1’s transmit power �2s .
On the other hand, however, it can be proved that the spectrum waste ratio Pw

increases with the secondary transmit power �2s . Thus, there may exist a tradeoff
between secondary transmit power and secondary throughput in this protocol: when
the secondary transmit power is low, the residual self-interference is negligible, the
spectrum is used more fully with small Pw, yet the ceiling throughput is limited
by R; when the transmit power increases, the sensing performance get deteriorated,
while at the same time, SU1 can transmit more data in a single slot.

Figure 18 shows the throughput performance of the LAT protocol in terms
of secondary transmit power. The solid and dotted lines represent the analytical
performance of the LAT protocol, and the asterisks (*) denote the analytical local
optimal transmit power. The small circles are the simulated results, which match
the analytical performance well. The thin solid line depicts the ideal case with
perfect self-interference cancelation. Without residual self-interference, the sensing
performance is no longer affected by transmit power, and the throughput always
goes up with the power. This line is also the upperbound of the LAT performance.
The thick dash-dotted, dotted and dash lines in the middle are the typical cases, in
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Fig. 18 Power-Throughput curves in terms of different degree of self-interference cancelation
factor �2, where the probability of the PU’s arrival is 0.002/slot, departure is 0.012/slot, the
collision ratio Pc D 0:1, the sample number of a slot Ns is 300, sensing SNR �s D �5 dB

which we can clearly observe the power-throughput tradeoff and identify the local
optimal power. With the improvement of self-interference cancelation (�2 from 0.1
to 0.01 to 0.001), the local optimal transmit power increases, and the corresponding
throughput goes to a higher level. This makes sense since the smaller the residual
self-interference is, the better it approaches the ideal case, and the deterioration
cause by self-interference becomes dominant under a higher power. Also, when �2

is sufficiently large, i.e., �2 D 0:9 in the figure, there exists no power-throughput
tradeoff.

One noticeable feature of Fig. 18 is that when self-interference exists, all curves
approach the thin dotted line C D 0:5 log2 .1C �t/ when the power goes up. This
line indicates the case that the spectrum waste is 0.5. When the transmit power
is too large, severe self-interference largely degrades the performance of spectrum
sensing, and the false alarm probability becomes unbearably high. It is likely that
whenever SU1 begins transmission, the spectrum sensing result falsely indicates
that the PU has arrived due to false alarm, and SU1 stops transmission in the next
slot. Once SU1 becomes silent, it can clearly detect the PU’s absence, and begins
transmission in the next slot again. And the state of SU1 changes every slot even
when the PU does not arrive at all. In this case, the utility efficiency of the spectrum
hole is approximately 0.5, which is clearly shown in Fig. 18. Also, it can be seen
that the larger �2 is, the earlier the sensing gets unbearable and the throughput
approaches the orange line.
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5 Conclusions and Future Work

In this chapter, FD wireless communications for 5G have been presented, which
allows simultaneous transmission and reception over the same frequency band, and
potentially increases the spectral efficiency. The most fundamental challenge of FD
implementation comes from the performance degradation induced by SI. To this
end, we described several SI cancelation techniques in propagation-domain, analog-
circuit-domain and digital-domain, which enable FD communications in different
application scenarios, such as bidirectional communications, cooperative networks,
and cognitive networks. In addition, the performance of several schemes was
analyzed, including HD/FD mode switching and TRAPS scheme in FD bidirectional
communications, one-way JRAMS and two way RS scheme in FD cooperative
networks, and LAT in FD CRN. The existing work mainly focused on the analysis
of physical layer, however, much work remains to be done for analysis of higher
layers, such as MAC layer and network layer. These are great opportunities for
inter-discipline wireless researchers to develop more efficient wireless networks in
the future.
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Device-to-Device Communications over 5G
Systems: Standardization, Challenges
and Open Issues

G. Araniti, A. Raschellà, A. Orsino, L. Militano, and M. Condoluci

Abstract This chapter deals with a comprehensive analysis of the challenges
behind the introduction of Device-to-Device (D2D) communications in the context
of 5th Generation (5G) communications. In fact, although D2D communications
have emerged as an efficient solution for local traffic between mobile User
Equipments (UEs) in proximity in cellular environments, has recently also attracted
attention as a key enabling technology for 5G wireless networks. In details, this
chapter addresses an overview of the current standardization, its integration in the
cellular system architecture, future challenges and open issues. This chapter also
provides a performance analysis, which illustrates the important achievements in
terms of data rate in a scenario where the proximity communications between
devices in an LTE-A system has been introduced for multicast downloading
services.

1 Introduction

Recently, telco operators have been facing an increasing demand for high data
rate as a consequence of a proliferation of innovative applications and services
emerging in daily routines of mobile users. In this context, Device-to-Device (D2D)
communications have attracted significant attention as a key enabling technology
of 5th generation (5G) wireless networks [1] as witnessed by the recent Long
Term Evolution (LTE) release 12 [2] from 3rd Generation Partnership Project
(3GPP). Direct D2D communications are indeed a promising technological solution
for local traffic between mobile User Equipments (UEs) in proximity in cellular
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environments. In particular, devices being close to each other can activate direct
links and bypass the base station (BS) or access point (AP) by either using cellular
communications resources or using alternative radio technologies such as Wi-Fi.

The conventional cellular communications paradigm involving the BS remains
still appropriate when users are not usually close enough to make possible direct
communications and for traditional low data rate mobile services such as voice calls
and text messages. However, this communication scheme can become inadequate
with the modern high data rate services (e.g., video conferencing, interactive
gaming, and mobile social networking). When the UEs are in range for D2D
communications, this innovative communication paradigm is undoubtedly an advan-
tageous solution to be considered to optimize the spectral efficiency of the network.
Noteworthy, the advantages of D2D communications are not only limited to
an improved spectral efficiency. In fact, also link coverage, throughput, energy
consumption can benefit from this communication technology. Moreover, robust
public safety communications can be supported where devices provide at least local
connectivity in case of damage to the radio infrastructure.

D2D communications can be enabled through either cellular network transmit-
ting on cellular spectrum, known as inband communication, or existing technologies
that consider unlicensed bands such as Wi-Fi access points, known as outband
communication. Concerning the inband approach, the cellular spectrum may be
shared between D2D and cellular communications, which is knows as the underlay
inband D2D mode [3]. In this case a main field of investigation is the mitigation
of the interference between D2D and cellular communication [4]. As alternative,
other works such as [5] propose to assign a portion of the cellular resources to
D2D communications to avoid interference problems, which is known as overlay
inband D2D mode. With this approach, resource allocation becomes the most
important aspect to be investigated in order to avoid wasting precious spectrum
resources [6]. The coordination between radio interfaces is either controlled by
the BS (i.e, controlled outband mode) or by the users (i.e., autonomous outband
mode). However, in both outband modalities baseline rules are needed to coordinate
the communication over two different bands where also a second radio interface is
involved (e.g., Wi-Fi Direct). Hence, the studies on outband D2D involve aspects
such as power consumption and inter-technology architectural design [7–9].

Despite of the promising features of the D2D communications, there are some
important challenges and issues still waiting for a solution before a widespread
use of D2D communications in next 5G systems is granted. These include:
(1) device discovery procedures with the aim to detect the presence of other UEs in
the neighbourhood; (2) link setup strategies in order to properly select the spectrum
to be used in the D2D radio links between interested UEs; (3) interference avoidance
mechanisms that make possible the coexistence among D2D UEs with cellular net-
work; (4) new devices design. Moreover, some research works has been conducted
on as mobility management [10], multicast and broadcast communications and radio
access procedures for D2D received little attention so far.

The interest for D2D communications as a key technology in the context of
5G mobile systems is witnessed by the initiatives of the mobile and wireless
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communications enablers for the twenty-twenty information society (e.g., METIS
European project [11], 5G-PPP association [12], Networld2020 platform [13]). The
main objective of these new initiatives is to handle the foundation of 5G, the
next generation mobile and the wireless communications systems. In particular, for
what concerns the D2D communications, the METIS project is currently evaluating
its role in various scenarios such as vehicle-to-vehicle communications, national
security and public safety, cellular network offloading, or service advertisement.

In the remaining of the chapter a general overview of D2D communications
will be provided firstly introducing its possible role in the context of 5G systems.
Then, an overview of the standardization, the system architecture, and some exam-
ples of scenarios and use cases will be given. Particular attention will then devoted
to D2D communications over cellular networks and possible services exploiting
this novel technology. Then a particular scenario will be presented, showing the
potentialities offered by this technologies in enhancing the main performance
features for the UEs in a downlink multicast service. In the last part of the chapter
challenges and open issues, such as mobility and full-duplex communications will
be discussed.

2 The Role of D2D Communications in Emerging
5G Systems

The D2D communications technology has been addressed in 3GPP LTE release
12 system [14]; notwithstanding, it is expected to have a complete standardization
of proximity services in next 3GPP releases 13 and 14 [15]. As mentioned in the
introduction to this chapter, the exploitation of D2D communications between UEs
in proximity is expected to achieve improvements in terms of spectrum utilization,
overall throughput, energy consumption, and to guarantee better public safety
networks management. In what is presented next, a general overview of the current
D2D standardization process is provided together with the system architecture
proposed to integrate this new technology in the current cellular systems, and a
number of possible applications in different scenarios and use cases.

2.1 Standardization Overview

The standardization process is an aspect of utmost importance to be consid-
ered for the commercial feasibility and future deployment of new technologies.
In the particular case of D2D communications, although direct communications
are already provided by the use of unlicensed Industrial, Scientific and Medi-
cal (ISM) bands (e.g., Wi-Fi Direct), its standardization in the context of the
cellular system is currently still ongoing. A first example of the introduction of
D2D communications into the LTE-Advanced (LTE-A) network is provided by
Qualcomm Company, which developed a mobile communication system called
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FlashLinq [16]. In particular, FlashLinq is a PHY/MAC network architecture, which
allows cellular devices automatically and continuously discovering thousands of
other FlashLinq enabled devices within 1 km and communicating peer-to-peer, at
broadband speeds and without the need of intermediary infrastructures. Moreover,
peer-to-peer communications enabled through Qualcomm’s FlashLinq can share
connectivity with a cellular network technology unlike Wi-Fi Direct’s-based peer-
to-peer. FlashLinq discovery procedure is carried out by broadcasting public/private
expressions mapped into tiny 128-bit packages of data, which represent basic
information of either devices or users.

From a standardization point of view, 3GPP is focusing its efforts on D2D
communications (recently begun in release 12 [14]) for public safety Proximity
Services (ProSe) [17]. This strategy has been initially targeted to allow LTE
becoming a competitive broadband communication technology for public safety
networks used by first responders. However, from a technical perspective point
of view, the exploitation of the proximity nature of the communicating devices
will provide the further performance benefits: (1) D2D UEs will be able to
exploit high data rate with a low delay due to the short range; (2) compared
to traditional downlink/uplink cellular communication, D2D will enable energy
savings and improve radio resource utilization; (3) cellular data traffic offloading
and, consequently, lower overload in the network. In detail, the 3GPP Radio
Access Network (RAN) working group has proposed in TR 36.843 Rel. 12 [17]
two basic functions for supporting ProSe discovery and ProSe communications
over the LTE radio interface. ProSe discovery allows an UE using the LTE air
interface to identify other UEs in proximity. Two kinds of ProSe discovery exist,
namely restricted and open; the difference consists in whether the permission is
necessary or not for the discovery for a UE. ProSe communication instead, is the
data communication between two UEs in proximity using the LTE air interface.
3GPP Services working group (SA1) has defined in specification TR 22.803 [18]
the use cases and scenarios for ProSe. In the document, conditions for service flows
and potential requirements for different use cases are analyzed in order to provide
a support for D2D systems design. Some examples of use cases and scenarios
identified for general commercial/social use and network offloading are summarized
below.

The following terms are defined by 3GPP in the description of D2D use cases:

• ProSe Discovery: it is a process that identifies a UE in proximity of another, using
EvolvedUMTS Terrestrial Radio Access Network (E-UTRAN).

• ProSe Communication: it is a communication between two UEs in proximity
through an E-UTRAN communication path established between the UEs. The
communication path can for example be established directly between the UEs or
routed via local evolved-NodeB (eNB).

• ProSe-enabled UE: it is a UE that supports ProSe Discovery and/or ProSe
Communication.

• LTE D2D: it is a series of technologies characterized by ProSe capability.
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2.2 Uses Cases and Scenarios Presented in 3GPP Rel. 12

Some examples of use cases for ProSe Discovery and ProSe Communication
scenarios defined by 3GPP SA1 in specification TR 22.803 [17] are given below.

Restricted/Open ProSe Discovery: these are use cases for a basic ProSe
Discovery scenario that can be exploited for any kind of application. In case of
restricted ProSe Discovery, a ProSe-enabled UE discovers another UE in proximity
only if it has previously achieved the permission; while, in case of open ProSe
Discovery, a ProSe-enabled UE is able to discover neighbor devices without the
necessity of a permission. An example of restricted use case is the friend discovery
in a social network where the discovery is constrained by the UE’s privacy settings.
While a shop/restaurant advertisement is an example of open use case because shops
and restaurants are open to be discovered by all the possible ProSe-enabled UEs in
proximity, being free of privacy issues.

Network ProSe Discovery: it is a use case for ProSe Discovery scenarios where
the Mobile Network Operator (MNO) verifies if a UE has the permission to discover
another UE and the proximity. Therefore, in this case the network should be able to
determine and provide the ProSe-enabled UEs with their proximity.

Service Continuity Between Infrastructure and E-UTRA ProSe Communi-
cation Paths: this is a use case for a ProSe Communication scenario where the
operator is able to switch user traffic from the initial infrastructure communication
path to the ProSe communication one. Then, the traffic can be addressed again
towards an infrastructure path, without being perceived by the users. Hence, the
operator should be able to dynamically control the proximity criteria (e.g., range,
channel conditions, achievable QoS) for switching between the two communication
paths.

ProSe-Assisted WLAN Direct Communications: WLAN direct communica-
tion is a use case available between ProSe-enabled UEs with WLAN capability
when they are in Wi-Fi Direct communications range. It is based on the ProSe
Discovery and the WLAN configuration information from the 3GPP Evolved Packet
Core (EPC). In this case the operator is able to switch data session between
infrastructure path and WLAN ProSe communication path.

ProSe Application Provided by the Third-Party Application Developer: in
this case the operator can provide ProSe capability features in a series of APIs to
third-party application developers. Through this cooperation between the operator
and third-party application developers, the user can download and use a wide
variety of new ProSe applications created by third-party developers. In this case
the operator’s network and the ProSe enabled UE should provide a mechanism
that enables to identify, authenticate and authorize the third-party application to use
ProSe capability features.

In Table 1 the available specifications together with the corresponding main
topics provided by the 3GPP working groups is summarized. It can be noticed the
presence of the mentioned SA1 and RAN working group handling, respectively,
feasibility study for ProSe and LTE radio interface issues. Other examples of topics
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Table 1 Available documents for D2D

SA1 TR 22.803 Feasibility study for Proximity Services (ProSe)

TS 22.278 Service requirements for the Evolved Packet System
(EPS)

TS 22.115 Service aspects; changing and billing

TS 21.905 Vocabulary for 3GPP specifications
SA2 TR 23.703 Study on architecture enhancements to support

Proximity-based Services (ProSe)

TS 23.303 Proximity-based Services (ProSe); Stage 2

SA3 TR 33.833 Study on security issues to support Proximity Ser-
vices

RAN 1 & RAN 2 TR 36.843 Study on LTE device to device proximity services—
Radio Aspects

CT1
TS 24.333 Proximity-services management object (MO)

TS 24.334 Proximity-services (ProSe) user equipment (UE) to
Proximity-services function aspects; Stage 3

under investigation supporting ProSe are the study of the architecture, security
issues and Management Objects (MOs) representing parameters that handle the
configuration of ProSe-enabled UEs.

2.3 System Architecture

In order to support the scenarios illustrated earlier in this chapter, the enhancements
in the LTE architecture illustrated in Fig. 1 have been proposed. In details, this
architecture aims at meeting the following requirements introduced by the 3GPP
specifications to:

• Allow the operator to control the ProSe discovery feature in its network and
authorizing the functionalities required for the ProSe discovery of each UE.

• Allow the ProSe communication or ProSe-assisted WLAN Direct communica-
tion and seamless service continuity when switching user traffic between an
infrastructure path and a ProSe communication of the ProSe-enabled UEs.

• Allow an authorized third party ProSe application interacting with the 3GPP
network in order to use the ProSe services provided by the network.

• Be able to control ProSe communication between ProSe-enabled UEs in case the
UEs are served by either the same or different eNBs.

• Handle the ProSe-related security functions that correspond to privacy, support
for regulatory functions including Lawful Interception, and authentication upon
ProSe discovery and ProSe communication.

• Allow the operator’s authorization and authentication of the third-party applica-
tions before making use of the ProSe features.
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Fig. 1 3GPP D2D proposed architecture

As depicted in Fig. 1, in addition to the entities of the conventional LTE
architecture (i.e., Evolved UMTS Terrestrial Radio Access Network, E-UTRAN and
Evolved Packet Core, EPC), several new entities are required. These new entities are
illustrated in the following.

• Application servers (ProSe App Server): include the ProSe capability in order
to build the application functionalities, such as specific agencies (PSAP) in case
of Public Safety or social media in the commercial cases. These applications
are proposed outside the 3GPP architecture; notwithstanding there may be
reference points toward 3GPP entities. Moreover, the Application server can
communicate with an application in the UE.

• Applications in the UE (ProSe UEs App): exploit the ProSe capability in order
to build the application functionality. An example may be the communication
between members of Public Safety groups as well as social media application
that requires finding other UEs in proximity.

• ProSe Functions: are a reference point toward the ProSe App Server, the EPC,
and the UE. The functionalities may comprise (but not limited to): (1) inter-
networking via a reference point toward the third-party applications; (2) autho-
rization and configuration of UEs for discovery and direct communication;
(3) allowing the functionality of the EPC-level ProSe discovery, and charging.
Notice that for the interconnection of the new entities and the connection with
the conventional LTE ones, seven new interfaces/reference points are illustrated
in the figure as PC1, PC2, PC3, PC4, PC5, PC6, and SGi (Fig. 1).
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2.4 Application Scenarios

Applications of 5G D2D communications include local service, emergency commu-
nication, and the Internet of Things (IoT) enhancement. A brief description of these
applications is provided in the following.

2.4.1 Local Service

In this scenario, user data is directly transmitted between terminals without being
routed through the network side. Local service is usually utilized for social apps
that are a basic D2D application based on the proximity feature. Through the D2D
discovery and communication functions, a user can find other close users in order
to share data or play games with them.

Another basic application of local service is the local data transmission, which
exploits the proximity and direct data transmission characteristics of D2D to extend
mobile applications while saving spectrum resources and then, making possible
a new source of revenue for operators. In fact, local advertising service based
on proximity can accurately target people in order to improve its benefits. Some
examples of local transmissions conceived to improve commercial benefits are: a
shopping mall where discounts and commercial promotions are sent to people
walking into or around the mall; a cinema where information about movies and
showtimes can be sent to people close by.

A third application of local service is the cellular traffic offloading that can reduce
network overloading problems. In fact, consider that nowadays media services
are becoming more and more popular; their massive traffic flows cause an extensive
pressure on core networks and spectrum resources. In this context, D2D-based
local media services allow operators to save spectrum resources in their core
networks. In hotspot areas, operators or content providers can exploit media servers
storing popular media services and sending them in D2D modality to the users.
Alternatively, users can utilize D2D communications to obtain the media content
from close terminals which have obtained media services. This enables to optimize
the downlink transmission pressure of operator cellular networks. Furthermore, the
cellular communication between short-distance users can be switched to the D2D
modality in order to offload cellular traffic.

2.4.2 Emergency Communications

Natural disasters such as earthquakes can damage traditional communication
network infrastructures making networks not available and causing enormous
rescue efforts. This problem could be overcome through the introduction of D2D
communications. In fact, although the communication network infrastructures may
be irremediably affected, a wireless network can still be created between terminals
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based on the D2D connections. This means that an ad hoc network can be set up
based on multi-hop D2D to guarantee smooth wireless communication between
users. Moreover, a wireless network affected by terrain or buildings can have blind
spots. With single-hop or multi-hop D2D communication, users may be connected
in the blind spots to other users, which are in coverage areas and then, be connected
to the wireless network.

2.4.3 IoT Enhancement

One of the main aims of designing new mobile communication technologies is
to create an extensive interconnection among different networks involving various
types of terminals. This is the motivation, which has pushed forward the devel-
opment of the Internet of Things (IoT) in the cellular communication framework.
The industry forecast says that by 2020 there will be 50 billion cellular access
terminals on a global scale and most of them will be devices with the IoT feature.
In this context, the connection between D2D with IoT will drive towards a truly
interconnected wireless network.

A common application of D2D-based IoT challenge is vehicle-to-vehicle (V2V)
communication in the Internet of Vehicles (IoV). For instance, when a vehicle
runs at high speeds, it can warn close vehicles in D2D mode before it changes
lanes or slows down. According to the received messages, close vehicles warn
drivers or even automatically handle the driving in an emergency situation; hence,
thanks to this application drivers can react more quickly to diminish the number
of traffic accidents. D2D communications provide inherent advantages when they
are considered in the context of IoV security issues also thanks to their favorable
features in terms of communication delay and neighbor discovery.

As there exist many IoT devices in a 5G network, access load is becoming a
serious issue to be taken into account. Nevertheless, D2D-based network access is
expected to improve this problem. In a scenario characterized by many terminals,
low-cost terminals can access close special terminals in D2D modality instead of
direct connections with BSs. Moreover, if multiple special terminals are isolated,
the wireless resources for accessing low-cost terminals may be reutilized by these
special terminals. Notice that this not only improves access pressure on BSs, but also
optimizes the spectrum efficiency. Furthermore, the D2D-based access modality is
more flexible and costs less than the small cell structure of the existing 4G networks.

In a smart home application, a smart terminal may be considered as a special
terminal. Wireless appliances in the smart home access the smart terminal in D2D
modality; while, the smart terminal may access the BS in a traditional cellular mode.
The cellular-based D2D communication can represent a real breakthrough for the
development of the smart home industry.
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2.4.4 Other Applications

D2D communications may also be considered in other potential scenarios, such
as multiuser MIMO enhancement, cooperative relaying, and virtual MIMO. In the
context of the traditional multiuser MIMO, BSs find precoding weights based on
the feedback received by the terminals in the respective channel in order to create
nulls and delete interference between users. Through the introduction of D2D
communications, paired users may directly exchange information about channel
status. Hence, terminals can put together channel status information to be sent to
the BSs improving the performance of multi-user MIMO.

D2D communications may also contribute to solve problems in new wireless
communication scenarios. For instance, in the indoor positioning terminals may not
achieve satellite signals if they are indoors. In this case, the traditional satellite-based
positioning cannot work efficiently. In case of D2D-based indoor positioning, either
pre-deployed terminals with given location information, or usual outdoor terminals
with given position can detect the location of terminals to be localized, and support
indoor positioning at a low cost in 5G networks.

3 State-of-the-art on D2D Communications Over
Cellular Networks

D2D communications are expected to play a key role in the ecosystem of future 5G
cellular networks. This is motivated by two aspects: (1) the amount of data traffic
exchanged over radio mobile systems is exponentially increasing and this dictates
novel communications paradigms for radio mobile networks; (2) use cases for D2D
communications presented above represent key 5G services. As a consequence, the
natively support of D2D communications becomes crucial in 5G systems.

D2D communication was initially proposed in cellular networks as a new
paradigm to enhance network performance. Several studies in the literature have
already discussed the improvements in terms of spectral efficiency and reduced
communication delay that D2D communication can provide in cellular networks
[19–24]. On the other hand, this new paradigm presents several aspects to be
investigated in terms for instance of interference control overhead and network
protocols. Therefore, the feasibility of D2D communications in the context of
LTE-A is currently a fascinating topic under investigation by academia, industry,
and the standardization bodies. A general overview of state-of-the-art applications
based on D2D communications for future 5G wireless systems is given next in
both, uplink and downlink scenarios. Then, some examples of services where
D2D communications have been efficiently exploited in LTE-A networks will be
illustrated and assessed through exhaustive performance evaluation.

Several studies addressing D2D communications for downlink services can be
found in the literature, covering several aspects and applications as for instance
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mobile data offloading [25], cell coverage extension [26] or content sharing [27, 28].
Recently, D2D communications have been taken into account also for downloading
multicast services with focus on direct device communications over short links of
a different technology than the cellular one. To cite some of them, in [29] a subset
of mobile devices are considered as anchor points in a cell to forward the multicast
data received from the BS to other devices in proximity through multihop ad-hoc
Wi-Fi links. In [30] cellular users directly communicate to carry out cooperative
retransmissions using generic short-range communication capabilities. However,
the use of heterogeneous wireless interfaces introduces several issues in terms of
content synchronization that become essential in case of multicast video streaming
applications. Moreover, as also stated in [31], the use of cellular D2D links provides
several benefits compared to outband D2D links, like Wi-Fi, in terms of improved
user throughput. Although, the focus of the literature has been mainly on technical
issues for downlink services, uplink direction scenarios are of undoubted interest as
also witnessed by recent publications, such as [32] where relaying on smartphones
is proposed to transmit emergency messages from disconnected areas. Multihop
D2D communications have been also investigated in a very few recent works. In
[33, 34] network-assisted D2D communication is addressed with an analysis on
power control and mode selection on the direct links. However, the analysis refers
to a more traditional two-hop scenario, with a UE or the eNodeB as the last hop
node. Similarly, multihop D2D communication is considered in [35, 36] for end-to-
end Machine-to-Machine and human-traffic connectivity.

As an example of D2D communications over cellular LTE-A links a downlink
scenario for multicast transmission is considered in order to efficiently overcome
the limitations identified in [29, 30]. In details, in the scenario proposed in this study
a portion of multicast users, which sense poor channel qualities is split into clusters.
The members of these clusters are served through cellular D2D transmissions, while
the remaining users (i.e., those with better channel quality) are served over cellular
transmission from the BS.

All the solutions illustrated in this section exploit D2D communications relying
on LTE-A network infrastructure. In LTE-A, Orthogonal Frequency Division
Multiple Access (OFDMA) and Single Carrier Frequency Division Multiple Access
(SC-FDMA) are considered, respectively, in case of downlink and uplink. The
eNodeB handles the spectrum resources by providing the appropriate number of
RBs to each scheduled user and by selecting the Modulation and Coding Scheme
(MCS) for each RB. Scheduling solutions are based on the Channel Quality
Indicator (CQI) feedback, which is sent by a UE to the eNodeB over dedicated
control channels. Each CQI value correspond to a given maximum supported MCS
as specified in [37]. The MCS parameters can be adapted at every CQI Feedback
Cycle (CFC), which can last one or several Transmission Time Intervals (TTIs)
where one TTI is 1 ms.
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3.1 A Case Study: D2D-Enhanced Conventional Multicast
Scheme for Video Delivery

Nowadays, several research and industrial organizations are considering solutions
to best manage the increased traffic and the dissimilar channel quality sensed by
users in the same multicast group and efficiently handle the available resources [38].
A basic approach to this issues is the Conventional Multicast Scheme (CMS) [38],
which serves all multicast users in a cell at every TTI, by constraining the data rate
to the user with the worst channel conditions. However, this approach translates
into poor performance in terms of data rate and low satisfaction levels for users
with good channel situations. An alternative solution is the Opportunistic Multicast
Scheme (OMS) [39], which only serves users with the best channel conditions in
each TTI. This enables to enhance the network data rate, but short-term fairness is
no more assured to users and this could affect the delivery of time sensitive services
such as video to some users. In this study it is demonstrated how multicast delivery
strategies in LTE-A systems can benefit from D2D communications. For instance,
neighboring UEs that belong to the same multicast group can exploit direct links by
utilizing cellular radio resources [21, 40], to cope with adverse cell-edge effects.
This study exploits the D2D communications in the multicast communication
framework to complement CMS in order to address some of the limitations of the
latter. In details, it is proposed a D2D-enhanced Conventional Multicast Scheme
(CMS) with Single Frequency (D2D-SF) by combining in an innovative way CMS-
based and D2D content delivery in order to improve the aggregate data rate of the
cell, while also keeping the short-term fairness between devices. D2D-SF solution
makes use of one or more mobile subscriber devices as forwarding devices (FD) to
retransmit the data received from the BS over direct local links to other members of
the multicast group. It is considered that the D2D links exploit uplink frequencies,
as suggested in [22] and all the FDs in the same cell simultaneously use the same
frequency to transmit multicast data over the D2D links, as illustrated in [41, 42].
The receivers take into account these retransmissions as multipath components of
the same signal. D2D-SF is defined in conjunction with a policy for selecting FDs
based on the devices clustering. Simulation results demonstrate how significant
enhancements of the overall performance when delivering video content can be
achieved compared to both state-of-the-art multicast strategies and a D2D novel
solution that does not consider the single-frequency paradigm.

3.1.1 System Model and Problem Formulation

The LTE/MBMS architecture [42] is composed as follows (i.e., please refers to
Fig. 2 to have a general overview). The access network is made of the eNodeB
and the MultiCell/Multicast Coordination Entity (MCE), in charge of transmission
parameters configuration in single- and multi-cell mode, respectively. The core
network involves: Mobility Management Entity (MME) that is in charge for
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Fig. 2 LTE/MBMS architecture

authentication, security, and mobility management procedures; MBMS Gateway
(MBMS-GW), a logical entity whose principal function is data packets forwarding
to eNodeBs; Broadcast Multicast-Service Center (BM-SC), which is the MBMS
traffic source accomplishing also service announcement and group membership
functions. MBMS entities rely on the LTE-A system illustrated in Sect. 3 consid-
ering TDD, by referring to the frame structure type 2 foreseen by 3GPP [41] and
configuration 1 which guarantees an equal number of downlink and uplink slots
over the frame.

Let us consider a group of UEs that is interested in the same multicast content
provided by a single LTE-A cell. Under this condition a multicast video delivery can
be provided exploiting the enhancements offered by D2D communications among
the involved devices. In the considered LTE-A cell, a set of users, denoted by
K , is associated to the same multicast group (MG). The eNodeB performs link
adaptation procedures on both cellular and D2D links by managing N available RBs
according to the CQI feedbacks collected from each user. Let C be the number of
available CQI levels and let ck 2 f1; 2; : : : ;Cg be the CQI reported by multicast
member k, with k 2 K . Furthermore, let ck;j be the CQI value for each D2D link
between nodes k; j 2 K ; k ¤ j. For a given MCS value m, the available data rate
depends on the number of assigned RBs and on the spectral efficiency for the given
MCS, bm expressed in bit/s/Hz as explained in [31]. Hence, the spectral efficiency
is denoted with bdl

m and bul
m (where m D 1; : : : ;C ) respectively in downlink and

uplink transmissions. Moreover, f dl.m; nm/ and f ul.m; nm/ represent the data rate
respectively in downlink and uplink transmissions adopting the MCS associated
to the CQI m, as a function of m and the assigned RBs. The proposed radio
resource management (RRM) scheme is responsible of deciding which multicast
configuration to allow, by this meaning: (1) the set of UEs directly served by the
eNodeB in downlink, (2) the MCS for the downlink transmission, (3) the cluster
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configuration for D2D relaying, and (4) the resource allocation and the MCS
assignment for the transmissions of each activated FD. The eNodeB carries out
the following steps when the service delivery starts. In details, a single execution
of the listed steps is carried out. However, when significant variations in the
channel conditions are sensed, these steps should be repeated to update the service
configuration.

1. Service registration: The eNodeB advertises the multicast service and all inter-
ested UEs within the cell join this service to create a single MG.

2. CQI collection: The eNodeB collects the CQI feedbacks from all UEs belonging
to the MG, i.e., ck 8k 2 K .

3. D2D CQI collection: The eNodeB collects the ck;j values from all UEs k; j 2
K ; k ¤ j belonging to the MG. This information will be utilized to discover the
UEs that can be reachable through D2D links by selected FDs in the MG.

4. FD selection and cluster formation: Being QC � f1; 2; : : : ;Cg the set of CQI
levels in downlink for the UEs in the MG, for each m 2 QC the eNodeB computes:
(1) the set of UEs that can correctly decode data if served by the BS, i.e., K dl

m D
fk 2 K jck � mg; (ii) the subset of served UEs Rm � K dl

m , that can act as
FDs; (3) the remaining UEs that are not served by the eNodeB, but can be served
by a FD through D2D connections. Hence, the eNodeB determines a D2D CQI
matrix (DCM) based on the ck;j values (where k 2 K dl

m and j 2 K nK dl
m ) for all

the links between the potential FDs (the matrix rows) and the remaining nodes
(the DCM columns). A ck;j D 0 value in the DCM represents that a D2D link
cannot be activated between nodes k and j. Following the values in the DCM, the
eNodeB will select the subset of UEs Dm;r � K nK dl

m to be associated to each
allowed FD r 2 Rm.

5. D2D link configuration: For each CQI level m 2 QC evaluated for downlink
transmissions, the eNodeB determines the resource Nul

m;r and the MCS level lm;r ,
to be utilized on the D2D link for each FD r 2 Rm. D2D links can be either
unicast or multicast. A conservative approach is considered in the multicast
case; hence, the FD serves all UEs in the D2D cluster in a single transmission
by using the MCS corresponding to the worst CQI value in the DCM, i.e.,
lm;r D min

k2Dm;r

fcr;kg for FD r. This study takes into account two alternative

policies according to which the FDs manage the uplink frequencies to send data
in their own D2D cluster. The first policy associates different resources to the
different FDs; the second one implements the novel single-frequency-based D2D
paradigm, i.e., all the FDs considers the same RBs. In the former case, disjoint
sets of RBs are assigned to the D2D links. In the latter case the amount of
resources assigned to the D2D links are constrained by the cluster with the lowest
activated MCS. In general, devices connected on a D2D link are expected to be at
a short distance and with good channel conditions, thus they need a lower amount
of resources compared to those needed for a direct cellular communication.

6. Multicast service activation and resource allocation: Finally, the eNodeB
chooses the solution to activate, which is the one that optimizes the system
data rate under the constraint that all the UEs in a MG are served, either through
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direct cellular links or through D2D links. In details, after the selection of the
MCS level m� to activate in downlink and of the corresponding K dl

m� , Rm� ,
Dm�;r , Nul

m�;r , and lm�;r values, the eNodeB assigns the available resources.

All values m 2 QC are potential CQI levels to activate in downlink. For each of the
CQI levels a cluster formation algorithm is implemented to provide a configuration
of FDs and corresponding D2D clusters. If a given tested level is eligible, then the
corresponding data rate �m is determined. A cluster configuration is taken into
account eligible if the FDs are able to forward the total amount of bits received
from the eNodeB over the D2D links to all users not served by the cellular link.
This needs the following conditions: (1) the enabled FDs can successfully serve all
the nodes belonging to K nK dl

m via D2D links, and (2) the N available resources
are enough to relay all data to the D2D receivers. If instead, no cluster configuration
for the tested CQI level m can be found, thus the iteration on the m 2 QC value is
stopped and the final selection is carried out. In details, the iteration can be stopped
as the tested CQI levels follow an order from the minimum to the maximum CQI
value, and with higher values for the CQI level in downlink the probability of getting
an eligible configuration is reduced. Fundamental steps in the implementation of the
proposed RRM previously discussed, are the FD selection and cluster formation and
the D2D link configuration with the radio resource allocation. Concerning the first
strategy, let us consider the generic iteration where the m-th CQI level is tested for
downlink transmission. Given K dl

m , the set of UEs that can correctly decode the data
according to the considered CQI, and based on the DCM, the eNodeB determines
which nodes can potentially act as FDs for the remaining K nK dl

m nodes. Based
on this information the eNodeB can assign the resources to each D2D link. Let us
focus now on the BSC policy, which is based on the idea that the eNodeB chooses
“the best” FD for each UE not served in downlink. In particular, the best FD for
each node j belonging to K nK dl

m is considered as the node r 2 K dl
m which assures

the best D2D link conditions. In those cases where more than one FD can assure
the same CQIs, the eNodeB selects the FD serving more users in order to limit the
number of FDs.

3.1.2 Performance Results

Main simulation parameters are listed in Table 2. R D 100RBs are available in
the LTE system on a 20 MHz channel bandwidth. Channel conditions for the UEs
are evaluated in terms of signal to interference and noise ratio (SINR) experienced
over each sub-carrier [43] when path loss and fading phenomena affect the signal
reception. The effective SINR is mapped onto the CQI level that guarantees a block
error rate (BLER) smaller than 1 % [43, 44].

The following metrics have been considered to assess the performance of the
proposed solutions with respect to CMS [38] and OMS [39]:

• mean data rate is the mean data rate value experienced by the multicast members;
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Table 2 Main simulation parameters

Parameter Value

Cell radius 500 m

Frame Structure Type 2 (TDD)

TTI 1 ms (11 OFDM data symbols plus 3 control symbols)

Cyclic prefix/Useful signal frame length 16.67�s / 66.67�s

TDD configuration 1

Carrier Frequency 2.5 GHz

eNodeB Tx power 46 dBm

D2D node Tx power 23 dBm

Noise power �174 dBm/Hz

Path loss (cell link) 128.1 + 37.6 log(d), d[km]

Path loss (D2D link, NLOS) 40 log(d) + 30 log(f) + 49, d[km], f[Hz]

Path loss (D2D link, LOS) 16.9 log(d) + 20 log (f/5) + 46.8, d[m], f[GHz]

Shadowing standard deviation 10 dB (cell mode); 12 dB (D2D mode)

RB size 12 sub-carriers, 0.5 ms

Sub-carrier spacing 15 kHz

BLER target 1 % [44]

• aggregate data rate (ADR) is the sum of the data rates experienced by the
multicast users;

The performance analysis in terms of the metrics indicated focuses on the video
streaming towards multicast users lasting 1 s; within this interval the BS adapts the
transmission parameters every scheduling frame (i.e., 10 ms) [45]. In particular, for
this analysis, two different study cases are considered:

• Case A: This case analyses the impact that the channel bandwidth has on the
considered strategies. In this case the multicast group size jK j is set to 200,
whereas a variable number of resources R (ranging from 10 to 100RBs) is
dedicated to the service. UEs are distributed within an area of 100m � 100m
located near the cell-edge;

• Case B: This case analyses the impact a varying multicast group size has on
the considered strategies. The number of available resources R is set to 100 RBs,
whereas the number of UEs jK j ranges from 20 to 200. The same cell-edge
distribution of UEs as in case A is considered.

Video parameters are set in accordance to [46], where adaptive video coding [47]
is considered to be performed at the BS. Video parameters are tuned such that the
video stream has an average bit rate between 256 kbps and a maximum value, which
depends on the channel quality experienced by multicast users.

Case A The results achieved are plotted in Fig. 3. As expected, both mean data rate
and ADR improve with the number of available RBs for all solutions. The proposed
D2D-based strategies outperform CMS, with a better performance for D2D-SF . The
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Fig. 3 Performance analysis for video streaming analysis: study case A. (a) Mean UE data rate,
(b) aggregate data rate

single-frequency solution also outperforms OMS. The benefit compared to CMS is
constant with the number of available RBs and equal to 144 % for the D2D and
D2D-SF solutions. The mean data rate for CMS is lower than D2D (left-hand in
Fig. 3). The data rate of the OMS solution gets higher values than the D2D policy,
but lower values compared to the solution based on the single-frequency paradigm.
The price to pay when adopting OMS is the decrease in the number of served users
and in short-term fairness. A similar behavior is achieved for ADR (right-hand in
Fig. 3).

Case B The performance obtained by varying the multicast group size is shown
in Fig. 4. Also in this case, the novel scheme considering the single-frequency
paradigm, i.e., D2D-SF, outperforms the others. It is worth noting that for all
the solutions, the mean data rate slightly diminishes when the number of users
in the cell increases, as illustrated in left-hand plot in Fig. 4. In details, the CMS
shows a performance reduction of about 29 % when changing from 20 to 200 UEs.
When considering D2D there is a 25 % of reduction. This is an expected result as
greater the number of users in the group, higher the risk of having users with very
low channel conditions, which limit the overall performance. Also OMS senses
a reduction in its offered mean data rate with the increase in number of UEs.
Nevertheless, this phenomenon is less evident, as the mean data rate diminishes
from 7.9 Mbps (with 20 UEs) to 7.5 Mbps (with 200 UEs). As expected, the right-
hand in Fig. 4 illustrates how the ADR value increases with the number of multicast
members in the cell. Furthermore, the gain introduced by D2D with respect to the
CMS policy is larger when the number of multicast users increases.
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Fig. 4 Performance analysis for video streaming analysis: study case B. (a) Mean UE data rate,
(b) aggregate data rate

4 Challenges and Ongoing Research

Future 5G cellular networks are attracting the interest of the research community
and engineers from the entire world. In particular, 5G technologies are expected to
attain 1000 times higher mobile data volume per unit area, 10–100 times higher
number of connecting devices and user data rate, 10 times longer battery life,
and five times reduced latency [48]. However, 5G is currently without an official
definition. Notwithstanding, the research community has already highlighted how
the above objectives can be potentially reached through a multi-tier heterogeneous
network architecture together with several technologies such as spatial modulation,
millimeter wave (mmWave), visible light communication (VLC), and massive
MIMO. In the following new challenges in the context of D2D communications
as innovative technology supporting 5G will be illustrated.

4.1 Mobility

The development of wireless networking technologies has brought enormous
changes to people’s everyday life. In particular, the vision of 5G networks empowers
users to communicate through different wireless access technologies enabling
new applications in modern communication paradigms, such as vehicular ad
hoc networks (VANETs) and mobile cloud computing (MCC). These scenarios,
however, introduce to one of the major challenging features related to D2D
communications, namely user mobility. In particular, it affects network connectivity
and the design of network protocols. On the other hand, another important aspect to
be considered is the complex traffic flow related to a dynamic network topology and
the double communication opportunities (i.e., infrastructure or infrastructureless
wireless networks). The interest for D2D communications in Vehicle-to-Vehicle
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(V2V) communication is related to the strict delay requirements in traffic safety
use cases [49]. In particular, for collision avoidance systems it will be essential to
have very low latency. Hence, it can obtain more complete and reliable information,
which would be useful to avoid accidents. By using D2D communications rather
than relying on infrastructure, it is possible to both diminish the latency and to
develop a solution, which works without cellular network coverage so that a car
can get more complete and reliable information to avoid accidents.

4.2 Heterogeneous Networks

D2D communications may be also considered as an efficient solution for Multiuser
cooperative communication (MUCC). For instance, a benefited user (BU) is in an
area experiencing a poor cellular signal, but there is another user in the proximity
sensing a good cellular signal. This user may be considered for helping the BU to
enhance its experienced signal and then, acting as a so-called supporting user (SU).
There exist two radio links for the BU: BU towards eNB (i.e., link directly) and
SU directly towards picocells. Moreover, both BU and SU communicate with each
other through LTE-A D2D communication. This kind of communication enhances
the throughput because the system will always be able to schedule the best user
experiencing the most favorable channel quality. There exist different channel/pipes
and the probability that all channels are degraded at the same time is quite small,
and this will improve reliability. Moreover, any single pipe improvement may be
also considered at the same time (e.g., MIMO). Furthermore, MUCC improves
the performance of this scheme through the context information (e.g., location
information) of the users.

4.3 mmWave

Millimeter wave (mmWave) communication operating in the 10–300 GHz band,
appear to be an innovative candidate for next-generation cellular systems by which
multiple gigabit-per-second data rates can be supported. On the other hand, enabling
mmWave cellular systems in practice requires properly dealing with the channel
impairments and propagation characteristics of the high frequency bands. In fact, the
main propagation-related obstacles in realizing mmWave cellular are that free-space
path loss is much larger in mmWave due to the higher carrier frequency, scattering
is less significant which reduce the available diversity, and no line-of-sight (LOS)
links are weaker making blockage and coverage holes more pronounced. Moreover,
the noise power is larger due to the use of larger bandwidth channels. Furthermore,
it is difficult for mmWave signals to penetrate through solid materials that confines
outdoor mmWave signals to streets and other outdoor structures, although some
signal power may get inside the buildings through glass windows and wood doors.
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The mentioned propagation features give opportunities and advantages in allowing
D2D communications over directional mmWave networks. In fact, mmWave can be
considered in D2D-enabled wireless devices for direct short range communications
amongst users or machines in near proximity. Moreover, D2D communication can
also provide a path between two wireless devices and between wireless devices
and mmWave BSs by relay if LOS paths are no available. Furthermore, mmWave
communication with highly directional antennas gives wireless connections charac-
terized by a high data rate for BS to BS (B2B) communications, in contrast with 4G
cellular networks where fiber links communications between BSs are considered.
Finally, interference management is one of the most important issue that may be
enhanced through the exploitation of D2D communications. Due to the directional
antennas and large propagation loss, mmWave communication has relatively low
multi-user interference (MUI) that may support simultaneous communications over
the same radio spectrum. Enabling multiple concurrent D2D links, the network
capacity and spectrum efficiency may be efficiently enhanced. Hence, new network
architectures and resource sharing strategies that will account for the directional
interference sources are needed in mmWave 5G cellular networks to fully exploit
the enhancements of both technologies.

4.4 Massive-MIMO

Massive MIMO is a technology whose features can be efficiently exploited in
the context of D2D communications in uplink scenarios of cellular networks. In
details, in a massive MIMO system, each BS utilizes a very large antenna array
to serve multiple users in each time-frequency resource block [50]. If the number
of antennas at a BS is considerably greater than the number of served users, the
channel of each user towards the BS is closely orthogonal to that of any other
user. This aspect enables to process techniques for very simple transmit or receive
such as matched filtering to be nearly optimal with enough antennas even in the
presence of interference. This means that, a large antenna array at a BS may
drive D2D communications towards a very low interference at the uplink massive
MIMO BS, making D2D very simple and appealing in massive MIMO systems.
However, although D2D-to-cellular interference can be effectively managed by the
large antenna array at a BS, cellular interference provoked in D2D communications
holds and can be worse in a massive MIMO system. In details, massive MIMO
is a multi-user transmission strategy developed in order to support multiple users
in each time-frequency block; the number of users simultaneously active in an
uplink scenario is scalable with the number of antennas at the BS. Considering
this increased number of uplink transmitters, the D2D connections reutilizing
uplink radio resources will sense increased interference. In order to protect D2D
connections against such increased interference, the number of simultaneously
active uplink users might have to be limited.



Device-to-Device Communications over 5G Systems 357

4.5 Full-Duplex

Duplex mode is a recent innovative research direction related to D2D communi-
cations development. In particular, when considering FDD, two receivers and two
antennas are needed. The Tx antenna and Rx one should have enough isolation
distance. It is always challenging implementing into UE with small physical
size. While TDD has the advantage that uplink downlink transmissions/receptions
are performed in different time slots and in the same frequency band. This is
basically why most of D2D researchers are currently focusing on TDD modality
[51]. It is predicted that in 5G D2D will be supported by both TDD and FDD.
Notwithstanding, D2D TDD mode will be the principal type considered thanks
to its lower cost, lower complexity, and the possible benefit of better frequency
availability.

5 Conclusion

In this chapter an overview of the D2D-communications has been presented as one
of the promising technological features for the definition of future 5G wireless net-
works. The details related to the standardization process, the possible applications
and technological issues, have been browsed together with the important benefits
such a technology can offer. In the second part of the chapter a practical application
of D2D communications has been discussed, with reference to a scenario where
the proximity communications between devices in an LTE-A system, introduces
benefits to a multicast downloading service. Important improvements in terms of
data rate increase for the involved users has been demonstrated through simulative
results. Finally, in the last part of this chapter open challenges and research field
directions have been introduced for the design of novel technological solutions
integrating also mobility issues, mmWave communications, massive MIMO and
Full-Duplex.
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M2M Communications in 5G

Jesus Alonso-Zarate and Mischa Dohler

Abstract This chapter provides a summary of the State-of-the-Art and future
trends related to wireless connectivity solutions for Machine-to-Machine (M2M)
Communications and Machine-Type Communications (MTC) that will be part of
5G networks, and technologies beyond 5G.

1 Introduction

In 2009, the Wireless World Research Forum (WWRF) envisioned a total of 7
Trillion (7,000,000,000,000) of connected devices by 2017 all around the world [1].
Such expectations led the magazine Forbes to claim in August 2014 that the Internet
of Things (IoT) was the most hyped technology, overtaking Big Data (Fig. 1).

Today, it is possible to assure that the figure envisioned by the WWRF back in
2009 was maybe a bit too optimistic, according to the lower figures brought down
to billions or even millions as stated in various market research reports. However,
even though the figures may differ by some orders of magnitude, there is a common
agreement on the fact the Internet of Things (IoT), or Internet of Everything (IoE), is
here to stay, grow, and change the world as we know it. The reality is that, according
to Machina Research [2], the number of sensor and actuator shipments in 2014
reached 23.64 billion (which mainly includes the dozen sensors found in a typical
smart phone), the number of total connected devices was of more than 14.4 billion,
and the number of M2M connections were above 4 billion.

Such promising market figures are motivated by the fact that the concept of
having all objects interconnected and Internet-connected is very appealing and can
foster the creation of innovative applications and business models, and boost societal
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Fig. 1 IoT: hype or ripe?
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Fig. 2 Key IoT verticals

well-being altogether. The wide range of IoT applications is overwhelmingly wide,
including smart grids, smart cities, industries 4.0, smart automotive driving, eHealth,
and wearable technology, among many others (Fig. 2).

Smart grids constitute one of the key markets, and they have received a lot of
attention from both academia and industry. The vision is to improve the efficiency of
the electric grid so that the energy demands and waste can be reduced by making a
smarter use of energy, the dependency on natural resources can be softened, and
the distribution of electricity can become more efficient. The use of automated
communicating devices monitoring the state of the grid and the instantaneous use of
the resources is essential to attain the objective of achieving a truly smart grid. Very
much related to smart grids is the concept of automatic smart meter infrastructure
(AMI), which may pose a wider view of the application scenario. Besides electricity,
the measurement of water or gas consumption can improve the efficiency in which
these resources are dispatched and consumed. A smart and automated reading of
meters is beneficial for all involved players: consumers can accurately track their
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consumption and thus learn to be more efficient; on the other side, facilities, besides
avoiding the manual reading and reporting of meters, can better dimension the
production of resources, thus leading to cost savings.

Smart cities constitute one of the most appealing applications and markets.
Automated parking search, public lights, container levels, notification in case of
incident, warning in case of vandalism of security threat, are some of the example
of applications that could make cities more efficient by enabling communications
between devices. Indeed, the Smart City concept has triggered the attention of
many cities, which are struggling to become the worldwide references in applying
technology to their city operations. Barcelona, London, New York, or Sydney are
just few examples of emerging technology hubs devoted to the Smart City concept.

The concept of the Industrial Internet, as introduced by General Electric (GE) a
few years ago, promises improvement of efficiencies in industries, driving down the
costs of manufacturing, and creating a revolution in a sector which has an impact in
many verticals. According to the numbers presented by GE in Fig. 3, improving the
efficiency of industrial processes by a factor 1 % can lead to huge economic gains
and savings, thus becoming a primary application domain for the IoT.

The automotive sector has become a key vertical market for the IoT. Enabling
remote monitoring, in-vehicle diagnosis, or car-to-car communication to improve

Fig. 3 Industrial Internet: the power of 1 % (benefits over 15 years when scaled up across the
economic system)
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safety on-road emerge as key domains to drive the innovation of the IoT. The
European eCall initiative, that targets the installation of SIM cards in each vehicle
for automatic notification in case of accident, will enable more sophisticated
vehicle-based applications in the near future. This is just the beginning.

Today, we also see the advent of wearable technology. Bringing technology
down to the individual domain, having sensors and actuators interacting with
individuals becomes the latest trend in the development of the IoT. Smart clothes,
watches, earrings, or glasses, will completely change the world as we know it.
eHealth raises as a big subdomain of wearable technology. Remote diagnosis and
even drug dosing are just two simple examples of applications that can benefit
from having automated communications between in- or on-body sensors, actuators
located at the patient home, and the centralized servers installed at hospitals.

All in all, the use of automated communications among machines, devices, and
people can lead to a smarter and more efficient world. A world which is different
from what we now today. However, before this new world becomes a reality,
there are still many challenges that need to be faced. Some are related to the new
economics triggered by the IoT, or even the societal implications that such hyper-
connectivity will impose. However, in this chapter we focus on the technological
challenges, many of which are still pertinent because prior technology attempts
failed. In particular, the focus will be on the challenges that the definition of the
next generation of wireless communications will need to cope with. This is the 5G.

5G will be the next generation of wireless communications, and its deployment is
expected to start by 2020. The Wireless Radio communications Conference (WRC)
was held in November 2015, officially starting-off discussions about what 5G will
be and what spectrum is needed for it. Over the last 30 years, every new generation
of wireless communications has had to deal with the growing need for more data
bits and capacity. The evolution from 2G to 4G, passing through 3G, has seen an
increase in complexity to satisfy the needs of Mobile Broad Band (MBB) services,
requiring more and more data. However, for the first time in history, the arrival of
the Internet of Things, dealing with Machine-to-Machine (M2M) communications,
also referred to as with the more special 3GPP term Machine-Type Communications
(MTC), calls for something different. This new generation of communications has to
deal with the coexistence of Human-Type Traffic (HTC), possibly calling for more
capacity following the trend of previous evolutions of the various generations, with
the emergence of MTC traffic, which is fundamentally different from HTC.

This chapter is devoted to discuss the emerging MTC wireless communications
and their role in the definition of 5G. Towards this end, the chapter is organized
as follows. In Sect. 2, we describe the elements of an IoT application and define
the concept of MTC and M2M, highlighting the differences with HTC traffic. In
Sect. 3, we discuss existing technologies to cope with MTC. In Sect. 4, we set the
objectives to be met by 5G in order to cope with the various requirements posed
by MTC applications. Towards the consecution of these objectives, key enabling
technologies are identified and discussed in Sect. 5. Finally, in Sect. 6, an outlook
and future perspective of MTC in 5G is provided to conclude the chapter.
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2 M2M Communications: What Is New?

M2M or MTC constitute a fundamental part of any IoT application. Making things
simple for the sake of understanding, the elements of an IoT application are (Fig. 4):

– End M2M devices: electronic platforms consisting of at least some kind of
energy source (battery or energy harvester), a microprocessor to execute “smart”
instructions, a radio transceiver and antenna to communicate with other devices,
and sensors and actuators to interact with the physical world, hence the frequently
coined term cyber-physical system (see Fig. 5).

– M2M gateways: devices in charge of coordinating and concentrating data from
a number of end devices in an M2M area network and providing them with
connectivity to the Internet.

– Communications Networks: backhaul and core networks to connect either the
end devices or M2M gateways to the Internet or other external networks. These
networks can be either static of virtualized dynamically.

– M2M Platforms: hardware/software entities (e.g. data centers, computers, data
bases in the cloud, etc.) in charge of providing data storage and (big) data
processing capabilities to process the data obtained from the sensors and take
some actions (business intelligence).

– End User devices: any kind of device which enables the interaction between the
cyber-physical system and humans. This could be, for example, a mobile app
running on a smartphone or tablet, or a web service browsed from a laptop.

Device

Device

Device

Device

Gateway

M2M 
Pla�orm

AppsDevice

Big Data
44 ZB by 2020

44,000,000,000,000 GB
Heterogeneous wireless 

techs
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Core Network

Fig. 4 Elements of an IoT application
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Fig. 5 The Internet of Things and Machine-Type Communications

The term M2M or MTC is typically used to refer to any exchange of information
between machines into this ecosystem. Note that MTC traffic can travel in the
access network from end M2M devices to other end M2M devices or to M2M
gateways, from the M2M gateways to the core communication networks, within the
communication networks themselves, from these networks to/from M2M platforms,
and in data exchanges to/from the end user devices. Essentially, M2M or MTC refer
to any communication where at least one of the ends is a machine.

These communications between machines, or between machines and people,
MTC, are conceptually different from HTC [3]. This implies that the design of
future communication networks has to take these differences into account. Some
of the main differences that the specification of 5G will have to deal with are [4]:

– Small Data Transmission: the data exchanges of MTC are typically small.
Think for example of the transmission of a “flag” to indicate whether a light
is on or off, or the case of a reading from a smart meter. Few bytes will suffice
for that purpose. Compared to HTC traffic, where the payloads are typically very
large, MTC deals with small data.

– Uplink transmissions: the weight of the uplink of MTC is comparable, or even
higher, than downlink. This implies a design shift from traditional HTC commu-
nications systems, primarily designed for the downlink. Despite the emergence of
interactive applications, still most applications rely on the downlink. The growth
of video transmissions and broadcast of multimedia material points at an even
higher asynchrony in the data flows for HTC.

– Energy efficiency: yes, all communications must be as efficient as possible
from the energy point of view to avoid the need for constant battery recharges.
However. In MTC, this becomes particularly critical, since in many cases, it will
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be not feasible to recharge the batteries of all deployed devices due to scalability
(size of the network) or reachability. Note that in some cases, the devices will
be installed in wide spread areas, and thus it will turn unfeasible to recharge or
replace the batteries individually. The energy efficiency needs to be boosted by a
factor 10 at least, so that the lifetime of devices can be measured in tens of years.

– Amount of devices: it is expected that the amount of devices connected per
aggregation point will increase by a factor 1000 with the IoT. Therefore, MTC
devices will be deployed in massive networks.

– Infrequent transmissions: exploiting “deep” duty cycles will be key to ensure
scalability and energy efficiency of MTC applications. Therefore, the infrequent
transmission of data is expected from MTC devices. This has a great impact into
the design of communication networks, since the systems need to be designed
for a huge number of devices, knowing that just a small proportion of them will
be active at any given time.

– Low Mobility: many MTC applications are characterized by having very low
mobility patterns; in many cases, the devices will be completely immobile. This
has strong implications in those systems that integrate control signaling to allow
mobility and roaming.

– Heterogeneous requirements: the wide variety of applications related to the
IoT pose diverse, and sometimes counterpoised requirements. For example,
some MTC applications will be delay-constrained, while other will be highly
delay tolerant. Therefore, the design of communications networks for MTC will
have a to deal with a great variety of different requirements involving capacity,
reliability, scalability, delay, Quality of Service (QoS), etc.

The new generation of wireless communications will need to cope with all these
requirements of MTC, while ensuring that all HTC services are not jeopardized.

3 Existing Communication Technologies for MTC

As it has been discussed in the previous section, MTC are fundamentally different
from HTC. Therefore, new emerging communications systems will need to handle
with the coexistence of both types of traffic. However, before starting to define
a new technology in 5G to cope with MTC, it is necessary to understand which
technologies are available today and how suitable (or not) they are to handle such
complex scenario that is being formed today.

Figure 6 shows some of the key available wireless communications technologies
used to today to power the IoT.

Before continuing with the discussion, they reader may have noted that there
are no wired solutions represented in the figure. A wired solution, understood
as a solution where sensors or actuators are physically connected to a gateway
that provides connectivity to the backbone network, provides an extremely reliable
communication channel, with high rates, low delays, and extremely high security.
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Fig. 6 Existing wireless technologies

Information cannot be overheard by a third party unless cables are physically
intercepted. However, although wired solutions are cheap to maintain, their deploy-
ment might be an important entrance barrier for some IoT applications. The main
drawback of wired solutions is the lack of mobility and scalability, as the addition
of new devices to an M2M network requires the cabling of the new devices.

Therefore, the IoT will be mainly driven by wireless solutions. Connecting
billions of devices through wires does not seem a promising approach. Therefore,
even though some applications will still rely on cables, it is expected that the
majority of M2M applications running the show of the IoT will be based on wireless
technologies.

Looking at Fig. 6, it is possible to see how available wireless communication
technologies offer different solutions in terms of range and transmission rate. The
ones shown in the figure and which will be discussed later on in this chapter are:

– Visible Light Communications (high rate, short range).
– Radio Frequency Identification (low rate, short range).
– WiFi (high rate, medium range).
– Zigbee-like (low rate, shot single-hop range and long range via multi-hop).
– Bluetooth Low Energy (low rate, short range).
– 2G, 3G, 3GC (medium rate, long range).
– LTE, LTE-A, and beyond (high rate, long range).
– Low Power Wide Area (LPWA)—(low rate, very long range).

It is important to note that when it comes to selecting the most suitable
technology, other performance indicators may become even more relevant that
range or rate; note for example the case of eHealth solutions where security and
privacy may be the key performance indicators, or automotive applications, where
latency and reliability may become the critical parameters to evaluate. An example



M2M Communications in 5G 369

Reliability

Availability

Zigbee-like

Bluetooth LE

Low Power WLAN
Proprietary Cellular

Standardized Cellular

Wired M2M

Availability = coverage, roaming, mobility, critical mass in rollout, etc.
Reliability = resilience to interference, throughput guarantees, low outages, etc.
(Total Cost of Ownership = CAPEX, OPEX.)

Fig. 7 Business criteria for technology selection

of business criteria for selecting various technologies for M2M is shown in Fig. 7
where availability and reliability are traded for the purpose of selecting the most
suitable technology for each IoT application.

In the following sections, each of the technologies shown in Fig. 6 are briefly
described and their suitability for MTC is quantitatively assessed.

3.1 Visible Light Communication (VLC)

The use of modulated LED (Light Emitting Diode) to transmit data is not a
mainstream technology yet, but it has a huge potential to become ubiquitous in the
coming years [5]. The reasons are pretty simple:

– It is an extremely secure technology; since the light cannot go through walls,
only receivers in line of sight of the transmitter can receive data.

– It has no associated radio emissions, thus avoiding limitations of use in “sensi-
tive” areas such as hospitals, primary schools, or chemical plants, among others.

– It has high bandwidth compared to radio technologies, thus leading to high data
transmission rates.

On the counter-side, VLC suffers from not being a mainstream technology, thus
not mature enough as compared to other radio solutions. Therefore, its cost is still
too high to be widely accepted to deploy billions of devices. Also, the limited range
and need for line of sight, while providing strong security, it constitutes a limitation
of its usage for certain applications.
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3.2 Radio Frequency Identification (RFID)

Many runners all around the world use the technology based on the ISO 18000
Standard to measure the time they need to complete 10k, 21k or marathons. This is
probably the most popular usage of RFID in the world. However, this technology
is used in a plethora of other applications, such as proximity access cards, tracking
pets or goods for logistics, among many others. By the year 2014, the RFID market
was quantified in being close to a 9 billion US dollar market, showing its strength
as a tagging technology. Some market research reports claim that the potential of
RFID will make it grow up to a 27 billion US dollar by the year 2024.

The relationship between RFID and the IoT is undisputed, and its usage to tag
things will play a key role in the future, especially due to its very low cost of
deployment. However, the limited data transmission rate and very low coverage
limits its applicability to very specific applications, where, by the way, it may see
no competition at all in the coming years.

3.3 Wireless Local Area Networks (IEEE 802.11)

The IEEE 802.11 Standard is the most successful commercialized standard for
Wireless Local Area Networks WLANs. The WiFi alliance was very successful in
maximizing the market penetration of WiFi devices that today can be found almost
everywhere. This technology operates in license-free bands, the so-called Industrial,
Scientific and Medical (ISM) bands.

The ubiquity of WiFi is becoming undisputed. The number of Access Points
(Aps) available in urban cities is growing, and the footprint of WiFi is becoming
denser. Today’s data plans to not allow sharing these WiFi APs, but, being the
infrastructure already there, it is just a matter of finding the business case to make
all these connecting points available to the public.

In addition, the IEEE 802.11 standards family is extremely dynamic, and new
amendments are constantly being developed and evolved to increase capacity (e.g.,
802.11ac and ad) or to enable new uses cases such as the IoE, home automation,
smart grid or wearable consumers (e.g., 802.11ah).

The latter, i.e., the novel IEEE 802.11ah project, is particularly interesting since
it can potentially become an accelerator for IoT uptake. The standardization work
of the corresponding ah task group had commenced in November 2010 where the
prospective technology is generally based on a variation of IEEE 802.11ac standard
but down-clocked by a factor of 10. It is currently being developed to enable
low-cost long-range (up to 1 km) connectivity across massive M2M deployments
with high spectral and energy efficiencies. Today, thousands of M2M devices may
already be found in dense urban areas, which required providing support for up to
6 K machines connecting to a single access point.
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Fortunately, IEEE 802.11ah technology does not need to maintain backward
compatibility with the other representatives of the IEEE 802.11 family. Operating
over different frequencies, 802.11ah could thus afford defining novel compact frame
formats, as well as offering more efficient mechanisms to support a large population
of devices, advanced channel access schemes, as well as important power saving and
throughput enhancements. As the result, 802.11ah is believed to significantly enrich
the family of 802.11 protocols, which already receive increasing attention from
mobile network operators willing to introduce low-cost connectivity in unlicensed
bands.

All these amendments are being already developed with security measures in
place, thus making WiFi a very trustful and secure technology. For all these reasons,
the cost of WiFi chips is dramatically going down, thus becoming very competitive
to become a major driver of the IoT [6].

On the downside, all IEEE 802.11-based Standards operate in an increasingly
crowded license-free ISM band, thus suffering from inter-system interference,
suffering from limitations in the transmit power, and suffering from a lack of
network planning. The overlapping of access point’s coverage can lead to very low
performance in highly dense environments.

3.4 IEEE 802.15.4 (Zigbee-Like Solutions)

The IEEE 802.15.4 Standard, promoted by the Zigbee Alliance, was originally
defined as the most energy efficient solution for short-range communications also
operating in ISM bands. Unfortunately, some recent research works have shown
that WiFi used in Low Power mode can be more efficient than an IEEE 802.15.4
Network [7]. WiFi in Low Power mode is nothing else than using smart duty cycling
mechanisms to let devices go to sleep whenever they have no data to be transmitted
or received. Since energy consumption is the result of power multiplied by time,
it has been shown that is it more energy efficient to transmit for short periods of
time at high power (also reaching long distances and reducing the complexity of
multi-hopping), rather than transmitting for long periods of time at low power.

Further, Zigbee-like solutions suffer from many drawbacks that limit their appli-
cations to very specific and delimited applications, such as industrial environments.
Zigbee has not followed the market success story of WiFi, and the infrastructure
is barely found. In addition, the need for multi-hop transmissions to cover medium
and large distances makes its design, implementation, and operation very costly and
complex.
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3.5 Bluetooth Low Energy (BLE)

Bluetooth also operates in ISM bands. Therefore, it also suffers from the effects
of operating in an increasingly crowded band. The last generation of Bluetooth
products, based on the specification Bluetooth 4.0 and featuring very low energy
consumption have become very popular for the IoT. An example can be seen with
the iBeacon technology made popular by Apple, which lets BLE receivers to detect
“beacons” transmitted from a base station at close proximity (<10 m) and retrieve
data of interest from the Internet based on the geo-location information. This has
a huge potential for delivering personalized services, and this is the reason why
a number of companies exploiting the iBeacon technology is emerging. BLE has
something on favor; the low cost and extremely high ubiquity it has achieved.
Almost all smartphones today are shipped with a BLE transceiver, and thus can
communicate via BLE with other devices and access points. In this case, the low
transmission rate and short range, play on favor of a technology that is increasingly
reaching the IoT market for very specific applications.

3.6 3GPP Solutions

3.6.1 The Power of Standardized Cellular Technologies

All the technologies discussed so far in previous sections operate in ISM bands; this
means that they are frequency bands free of license which can be used by anyone
under certain regulations (transmission power and transmission time). The inter- and
intra-system interference thus limits the reliability of communications conducted in
these bands. If a Service Level Agreement (SLA) has to be committed and some
guarantees of QoS are to be provided, communication in license-bands becomes the
only alternative.

3GPP Standards for cellular communications operate in license bands. Mobile
Network Operator (MNOs) pay big amounts of money to bid for chunks of
frequency bands where they can operate without (legal) interference from other
systems. For this reason, they invest in deploying a vast infrastructure which
can provide customers with reliable communications. Today, the coverage of
standardized cellular systems is enormous, and almost very populated inch in the
planet has some kind of cellular coverage.

In addition, these networks can provide mobility and roaming, something that
cannot be offered by any other radio system today.

Unfortunately, as it is discussed below, the evolution of standardized cellular
systems has followed the increasing demand for higher data rates, and not the
specific needs of MTC described in Sect. 2 of this chapter. However, from release
12 on of 3GPP, new emerging releases for cellular systems are starting to deal with
both HTC and MTC.
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3.6.2 From 2G to 4G

Global System for Mobile Communications (GSM) broke into the market in 1990,
providing a cellular network infrastructure designed for the transmission of voice
calls. This technology showed an extraordinary market penetration and today
provides connectivity worldwide. With the irruption of the Internet by the mid-
1990s, the transmission of data and the sense of ubiquitous connectivity has become
almost a commodity for humans, who demand more and more data transmission
capability and some degree of ensured QoS. Unfortunately, GSM was designed for
the transmission of voice, and its capability to provide efficient data transmission
was very limited. The response of the standard bodies towards this need was the
continuous evolution of the cellular technology.

General Packet Radio Service (GPRS) was the first evolution of GSM to provide
increased data transmission capabilities, raising the concept of the 2.5 generation
of mobile communications (2.5G). Then came the third generation networks (3G),
with technologies such as EDGE (Enhanced Data Rates for GSM Evolution),
UMTS (Universal Mobile Telecommunications Systems) and CDMA200. High
Data Packet Access (HDPA) is called the 3.5G, and still offers increased data
transmission capabilities. Even though the data transmission capabilities with 3G
and 3.5G are considerably higher than the capability of GSM, the non-top increasing
demand for multimedia contents and interactive applications such as social network-
ing, still feeds the need for increased data rates and higher performance. This is the
motivation for the fourth generation (4G) of cellular mobile communications, with
transmission rates up to 1 Gbps are envisioned in the downlink. This is the Long
Term Evolution (LTE)—Release 8 and LTE Advanced—Release 10.

From 2G to 4G, the evolution of cellular networks has been driven by the need
for higher transmission rate and increased QoS to meet the increasing demands of
humans to use multimedia and interactive applications. However, now is time to
evolve and design communication networks so that they can efficiently cope with
HTC and MTC. Indeed, the Release 12 of 3GPP already included, for the first time,
some improvements towards MTC traffic [8]. One was, for example, the inclusion
of a power saving mode for a newly defined Category-0 of user terminals, with
reduced complexity for the sake of lower cost and complexity of MTC devices.
Further progress will be achieved in Release 13 bringing more complexity reduction
(75 % complexity reduction compared to Cat-1 modems), reduced bandwidth, down
to 1,4MHx, 10C years of battery, and 15–20 dB coverage extension.

3.6.3 Release 13 and Road to 5G

3GPP Standards continue their evolution to meet the requirements of next genera-
tion networks and enable new use cases, new services, and new applications. For this
reason, the next releases of 3GPP will continue aiming at improving the capacity of
networks for Mobile Broad Band, but also for MTC services.
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For the MBB, the next efforts aim at the so-called LTE-Unlicensed. The idea is
that LTE can operate also in unlicensed bands via coexistence with WiFi networks,
but also via usage of LTE radio in unlicensed bands. While the former option has
been progressively integrated into the releases of 3GPP, the concept of LTE-U has
been a brand fresh approach for 3GPPP standards to operate in the 5 GHz band.
The design of Licensed Assisted Access (LAA) will be the key to ensure the right
operation of LTE-U. Essentially, this consists in using unlicensed under the control
and cooperation of the main cellular network. Critical data would travel through the
main site using licensed spectrum, while best effort traffic can be offloaded via the
unlicensed links. Other techniques being included in next releases of 3GPP aim at
including enhanced LTE carrier aggregation, exploitation of full-dimension MIMO,
and downlink multi-user transmission using superposition coding.

As for the IoT, the activities of the 3GPP towards 5G can be divided into two big
groups:

(1) Further enhancements of LTE for Machine-Type Communications, build-
ing on the work initiated in the release 12 (which introduced the Category-0
of terminals and new power saving states), reducing the bandwidth channel
operation down to 1.4 MHz (in contrast with the 20 MHz of release 12),
enhancing coverage with an increased 15 dB budget for extended coverage,
simplifying PHY/MAC functions, and further improving power usage.

(2) Design of a brand new narrow-band radio optimized for the IoT; on June
2016, the 3GPP completed the standardization of NB-IOT. This is part of
Release 13 and includes optimizations for MTC. NB-IOT can operate in-band
or out-of-band of licensed frequencies, thus offering very high flexibility. NB-
IOT features very narrowband operation with a bandwidth below 200 kHz
(thus compatible with GSM bands). NB-IOT focuses on very low data rate
transmissions (below 100 bps), with very limited mobility support (to reduce
signaling), and ensures very large coverage and both extremely low cost and
power consumption.

Transversal to both HTC and MTC, 3GPP is also working on innovative Device-
to-Device communications, enabling the by-pass of the communication through the
eNodeB (base stations) to dramatically reduce end-to-end latency.

3.7 Low Power Wide Area Networks (LPWA)

While 3GPP and IEEE do their homework standardizing technologies for MTC,
some proprietary solutions have started to gain the market. These are the so-called
Low Power Wide Area (LPWA) networks, which offer very large coverage, being
able to give service to an entire city with a very little number of connection points,
offer extremely low cost, since they have been optimized for MTC and cannot
provide services for HTC, offer a SLA to the customer, thus becoming very
interesting option for the end users, and what is more important: they are already
in the market [9].
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Examples of such solutions are those proposed by Neul, Sigfox, and the LoRa
Alliance (out of Cycleo/Semtech), each of them offering different business models
and technical solutions.

4 Key Objectives for MTC in 5G

Future communication networks must be designed to ensure that the following
objectives can be meet to satisfy the new needs posed by emerging MTC services
[10]:

1. Reduce latency of wireless communications, enabling end-to-end latencies
below 5 ms for mission-critical applications where real-time transmissions are
required [11, 12]. Today’s wireless technology is unable to provide such delay
figures, thus blocking some potential applications, which are expected to have a
huge impact on economy, industry, and society in various vertical sectors such as
automotive, industrial automation, or smart grid, among others.

2. Improve reliability of wireless communications, defined as the probability that a
certain amount of data to/from an end user is successfully transmitted to another
peer within a predefined time frame, i.e., before a certain deadline expires.
The amount of data to be transmitted and the deadline depend on the service
characteristics of the underlying use case. In this context, a reliability of at least
99.9999 % is targeted within the project, i.e., the probability that a packet is not
delivered within the specified deadline must be below 10�6 (or equivalently, at
most one in a million packets does not arrive within the specified deadline, on
average). For certain types of applications (e.g., industrial automation), an even
higher reliability of up to 10�9 packet loss rate (outside latency) is sought.

3. Ensure availability of communication networks by extending network coverage,
ensuring network access, and providing roaming support to make sure that
critical applications are not in outage when needed. An availability of 99.999 %
is sought (i.e., less than �300 s of accumulated outage per annum), aiming at
equating availability of wireless and wired solutions.

4. Guarantee interoperability of heterogeneous communication technologies; in
a hyper-connected world with humans, things, and machines connected, it is
necessary to make sure that 5G can cope with a great variety of heterogeneous
applications, devices, and radio technologies.

5. Increase the number of connected devices by a factor of up to 100 with respect
to currently deployed LTE networks (typically up to 250 simultaneous users
per cell); regardless of the particular numbers of the many publicly available
market forecasts, there is no doubt that 5G networks will need to cope with an
unprecedented number of connected devices [13].
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6. Boost energy efficiency by a factor of 10 with respect to currently deployed MTC
technology, to significantly reduce energy consumption and operational costs of
the network infrastructure, and allow battery-driven devices to operate without
the need to recharge or replace batteries frequently, which would constrain the
number of potential applications [14].

7. Secure communications [15]; many MTC applications will involve personal or
confidential data that must not reach the public domain, nor be modified or
replayed by unauthorized parties. This becomes a severe challenge when the
amount of data to be transmitted is very small and the acceptable securing
overhead must be kept to the minimum.

Note that not all specific objectives above are equally relevant to all applications.
For example, ultra-low latency is essential for certain future driving applications,
whereas energy efficiency is essential for ultra-low power MTC. Furthermore,
achieving certain objectives may entail sacrificing others (e.g., very high energy
efficiency can usually only be achieved with long sleep modes, which increases
latency and has an impact on reliability and availability). All these trade-offs must
be well understood in the long run.

5 Key Enabling Technologies for MTC in 5G

In order to achieve the objectives defined in the previous sections, many solutions
have to be explored at various domains. Considering the particular focus of this
chapter towards available wireless communication networks, the following non-
comprehensive list of key enabling technologies are identified:

(1) In order to ensure scalability of networks, it is necessary to seek for innovative
ways of managing the access to shared resources. Looking at the radio access,
still today most of wireless technologies are based on ALOHA-based protocols,
which suffer from congestion as the number of users increase. Solutions such
as those proposed in [16, 17], based on DQ technologies constitute innovative
ways of sharing resources that must be further understood. Beyond the radio
access, such sharing techniques could be applied to any domain where common
resources need to be shared, such as available resources in a cloud.

(2) Collisions in the wireless medium must be further exploited to attain useful
information. Advanced coding techniques from the signal processing domain
can be brought to the protocol design domain to turn collisions into useful
realizations of data transmissions [18]. Success Interference Cancellation (SIC)
techniques constitute a promising technology to be further studied and whose
implementation must be better matured [19].

(3) Enabling Device-to-Device communications, avoiding the two-hop path from
devices to infrastructure and from infrastructure to devices, can dramatically
reduce the energy of devices, offload main cellular networks, and achieve end-
to-end latencies which cannot be attained today [20]. The use of D2D has
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started to be integrated into 3GPPP releases, but still many functionalities need
to be further studied and understood to make them viable in future generation
networks. Notably, inter-operator D2D functionalities are needed to make D2D
a truly scalable solution; i.e. a Siemens sensor on a T-Mobile data plan should
be able to communicate directly with an ABB actuator on a Telefonica data
plan. The usage of LTE in unlicensed bands (LTE-U) is also emerging as an
alternative to the D2D facilitated by other radios such as WiFi.

(4) Heterogeneous networks, combining different cell-sizes and technologies to
create a unique and ubiquitous communication infrastructure. As it was pointed
in [21], the greatest increases in capacity over the last 35 years have been
achieved thanks to making cells smaller. Future 5G networks will be comprised
of a gamut of technologies and sites that need to coexist together in harmony.

(5) Network Function Virtualization (NFV) and Software Defined Networks (SDN)
are promising technologies to make the backhaul and core networks flexible and
capable to managing a variable and possibly unexpectedly dynamic network
conditions [22]. Moving processing power and functions along the network,
closer to the edge, can improve the overall QoS perceived by the users,
enabling applications which today cannot be realized due to the limitations of
an extremely static core network configuration.

6 Summary and Outlook

The definition of 5G must take the emergence of the IoT and its need to coexist
with Mobile Broad Band services into account all along the way of the specifica-
tion process. Involving communication between machines, either M2M or MTC,
communication networks need to deal with traffic patterns which are fundamentally
different from HTC. These have been discussed in Sect. 2 of this chapter. Existing
wireless communication technologies presented and discussed in Sect. 3 were
originally designed for HTC, and thus still further improvements for the future
are to be sought. Standardization bodies all around the world are conducting great
efforts to standardized new technical solutions that can cope with the particular
requirements of MTC. In the meanwhile, some proprietary solutions are already
available in the market to cover the needs to today’s application. In the long run, it
is difficult to ensure that the IoT will become mainstream unless real standards are
defined and widely accepted. This was the example of WiFi, and this must be the
example for the IoT.

The definition of requirements for the IoT, due to the great variety of possible
applications and markets, needs to be agreed with vertical players which are the
final end users of the technology. Once these requirements are set, new emerging
technology enablers need to be explored to make sure that the necessities are
covered, as it has been discussed in Sect. 5. At the air interface, massive MIMO,
disruptive access methods based on something different to ALOHA, such as DQ
technologies, exploitation of Successive Interference Cancellation, or Device-to-
Device communications have been identified as key enablers, identifying the use
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of LTE in unlicensed bands (LTE-U) as an emerging area for research. At the
architectural level, both Network Function Virtualization (NFV) and Software
Defined Networks (SDN) will be core enablers for the core networks of the future.

Global initiatives are working together to make the realization of 5G a reality so
that it can efficiently deal with both traffic generated by humans and machines in
good harmony.
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Design Techniques of 5G Mobile Devices
in the Dark Silicon Era

Imed Ben Dhaou and Hannu Tenhunen

Abstract In the internet of things age, future communication technologies should
provide the necessary bandwidth and latency for the connection of billion devices
and the development of ubiquitous applications to improve the quality of life. The
design of the prospected mobile communication system needs wide skills in wireless
communication, analog circuit design, embedded system, microwave technology,
and so forth. System level analyses, design space exploration, performance tradeoffs
are some key steps that enable the design of low-cost, energy efficient, ubiquitous
and flexible transceiver. This chapter provides comprehensive design techniques
for 5G mobile communication in the dark silicon era and using More than Moore
technology (MtM).

1 Introduction

Wireless sensor networks have enabled the development of a plethora of smart and
ubiquitous applications (ambient intelligence, smart-home, intelligent transporta-
tion system, smart-city, etc.) Fig. 1 shows an electronic system that aims to combat
traffic noise in urban areas [1]. The system uses an acoustic sensor (microphone)
combined with a DSP system, a communication block, and a CCTV camera. The
communication block is used to access the Internet wirelessly. The Long-term
evaluation system (4G LTE) offers the required data-rate and latency to the anti-
traffic noise system.

The growing importance of the Internet of Things (IoT) and the ever increasing
demands for smart and ubiquitous systems has led to major technical challenges
beyond the capabilities of the 4G system.

To address the growing need for higher-bandwidth, low-latency, and the con-
nection of billion devices, the international communities have started to look for a
replacement to the current 4G system.
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Fig. 1 An anti-traffic noise system proposed in [1]

As discussed in [2], there are five disruptive technologies for the 5G. These
technologies are: (1) a device-centric architecture, (2) a millimeter wave commu-
nication, (3) a massive MIMO system, (4) a smarter device, and (5) a native support
for machine-to-machine communication.

It is expected that the 5G system will enable the integration of the various
wireless communication technologies (GSM, WCDMA, 3G, 4G, DVB-T, WLAN,
RFID, Zigbee, to name a few) [3].

To quench the future wireless communication requirements, the authors of [4]
suggest that the 5G communication network should offer for example a round-trip
latency less than 1 ms, 1000� aggregate data-rate compared to 4G and guarantees
100 Mbps for 95 % of users.

The success of the 5G terminals will be contingent to the fabrication technology.
CMOS is the technology of choice for the manufacturing of the base-band signal
processing blocks. For the RF front-end, CMOS has also been used to fabricate
the various RF front-end blocks (mixers, amplifiers, oscillators, down-converters,
filters, and so forth) [5].

The growing number of wireless standards, the need for a single radio transceiver
and the advances in CMOS technology are the main factors that have contributed to
the birth of the software defined radio (SDR). The SDR aims to design a flexible and
reconfigurable radio architecture [6]. The reconfiguration is done using a specialized
software. The SDR has brought into light various design techniques for the RF front-
end and the base-band signal processing. Among the emerging paradigm is the dirty
RF [7]. The design of the SDR architecture using the dirty-RF is accomplished
using design trade-offs at the system level. The analog front-end is designed using
a direct-conversion receiver architecture. The advantages of the direct-conversion
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receiver (DCR) compared to the superheterodyne are low-cost, reduced complexity
and energy efficiency [8]. However, the DCR architecture suffers from various
impairments such as even-order distortion, dc-offset, I/Q mismatches, and 1/f
noise [9].

The dirty-RF paradigm allows to design imperfect analog front-end. To mitigate
the noisy RF front-end, the receiver should use effective numeric algorithms.
These algorithms seek to minimize the bit-error rate or symbol error rate for a wide-
range of signal to noise ratios.

Among the popular techniques in the dirty-RF paradigm are: (1) scrambling
algorithms to reduce the peak-to-average power ratio for OFDM signal [10], and
(2) a frequency offset compensation scheme combined with channel estimation for
OFDM DCR architecture [11, 12].

In recent years, the mobile telephony systems (devices and network) have
migrated from the voice-oriented applications to ubiquitous computing. Current
smart phones offer the user a plethora of pervasive applications some of which
are: location based services, navigation [13], augmented reality, and vehicle to
pedestrian communication [14].

The development of the smart phone is accredited to the progress in sensor tech-
nology, the development of the system-in-package, the progress in the embedded
system design, and so forth. Figure 2 shows a generic smart-phone architecture.

A smart-phone contains the following blocks: (1) a heterogeneous multi-core
processor (base-band, protocol, application and GPU processors), (2) a RF front-end
(amplifiers, mixers, filers, oscillator, ADC, DAC, and so forth), (3) sensors (GPS,
gyroscope, micro-phone, cameras, accelerometer, etc.), (4) a machine-to-machine
communication platform (Bluetooth, NFC, V2X communication, and so on), and
(5) a user interface (keyboard, loudspeaker, tactile screen, and so forth).

Fig. 2 Smart-phone architecture
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For years, Moore’s law has been the vehicle for aggressive transistor scaling.
The technology scaling paradigm allows to design faster, cheaper and energy-
efficient systems. However the non-digital blocks do not benefit equally from
the scaling. Moreover, in the nano-meter regime, the transistor feature sizes and
interconnects are hitting the borderline. Hence, many research efforts have started
to look for a replacement to the CMOS technology beyond Moore’s law [15–18].
The international roadmap for the semiconductor has provided a dual trends for
the technology roadmap. The first trend is the continuous scaling of the transistor
feature size (More Moore). The second trend is the continuous integration of more
non-digital blocks (sensors, RF, actuators, and so forth). Figure 3 depicts these dual
trends.

The rest of the chapter is organized as follows. Section 2 describes the prob-
lems associated with the interconnect centric design, reports the NoC as a new
methodologies to address the complexity associated with on-chip communication
and elaborates several techniques to design baseband circuitry in the dark silicon
age. Section 3 presents the multi-gate MOSFET technology for the design of
heterogeneous multi-core process and the RF front-end for the feature size smaller
than 22 nm. Section 5 overviews the various technology and methodologies to build
sensors for 5G ubiquitous devices. Finally, Sect. 7 summarizes the chapter.

Fig. 3 ITRS Roadmap for MtM Technology
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2 Signal Processor Design in the Dark Silicon Era

CMOS is the mainframe technology for the design of digital integrated circuitry. Its
popularity is attributed to a number of factors such as: (1) low cost, (2) high yield, (3)
low power consumption, (4) high-noise immunity, and (5) the scaling capabilities.

In 1965, Gordan Moore postulated his famous prediction, stating that the number
of transistor will double every 18 months. Ever since its postulation, Moore’s law
has been the guideline for aggressive transistor scaling and large scale integration.
Figure 4 plots the transistor density (number of transistor per square millimeter) for
the generations of Intel microprocessor. The figure clearly shows that technology
scaling spurs an exponential increase in the transistor density.

Technology scaling enables the implementation of faster, smaller and energy
efficient transistor. To understand the underlying mechanisms behind technology
scaling, we will revisit the device characteristics in the nano-meter regime (short-
channel effect) [19]. The NMOS transistor (shown in Fig. 5) is built using specially
selected layers of metal and insulator. The transistor is a four terminal device
(body, gate, drain and source). The body of the NMOS transistor is the p-type
semiconductor.

The NMOS device operates in linear, saturated or cutoff mode. Using the long-
channel model, the expression for the drain-source current of an NMOS transistor
of length L and width W is shown in (1).

Ids D
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Fig. 5 Layout of NMOS transistor
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Fig. 6 IV characteristic for a 32 nm NMOS transistor

The expression for the IV characteristics of the NMOS transistor has been
calculated under the assumption that the lateral electric field between the source
and the drain is constant.

In sub-nanometer technology (below 90 nm), the secondary effects neglected
in long-channel model have become significant. The prominent ramifications are
for instance mobility degradation, velocity saturation, channel length modulation,
drain-induced barrier lowering, and sub-threshold leakage [19].

To illustrate the IV characteristic of NMOS transistor in sub-nanometer technol-
ogy, we used the predictive technology model described in [20] to obtain the IV
characteristics of the transistor. Figure 6 depicts the relationship between Ids and Vds

in the three operating regions for the 32 nm NMOS transistor.
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2.1 Low-Power Design

The power consumption of the CMOS circuits is composed of the dynamic and
static components. The dynamic power consumption is the sum of the short-circuit
power consumption and the power consumed due to the switched capacitance. The
latter is the dominant. As a result, the widely accepted expression for the dynamic
power consumption is shown in (2).

Pdynamic � ˛CV2
ddf ; (2)

where f is the clock frequency, ˛ is the switching activity, C is the circuit
capacitance, and Vdd is the supply voltage.

In the idle status, the CMOS circuitry consumes static power which is due to
leakage currents (sub threshold, gate, junction) and contention current.

In nano-meter design, the sub-threshold leakage current has started to represent
over 40 % of the total power consumption [21]. Several techniques have been
proposed to bring down the leakage power consumption. Those techniques have
been developed for the various abstraction levels (system, algorithm, architecture,
and circuit). The power gating technique has been reported as an effective way
to cancel the leakage current [19]. There are many schemes and circuit styles for
power gating (fine-grain, coarse-grain, and so forth). Figure 7 exemplifies circuits
for power gating [19].

Over the last decades, several approaches have been proposed to reduce the
dynamic power consumption [22]. It has been widely accepted that higher abstrac-
tion levels have larger savings than lower level. The system level power optimization
can lead to a sturdy power savings. The dynamic voltage combined with the

Fig. 7 Circuit for power gating
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Fig. 8 	 RC model for
on-chip interconnect

frequency scaling (DVFS) is a well established technique and has been shown very
effective to reduce the power consumed by a modern processor [23].

2.2 Interconnect Centric Design: The NoC Era

The increasing number of devices has created routability and electromigration
problems. To cope with the problem, the semiconductor foundries have increased
the number of metalization levels, proposed new interconnect architectures and
developed interconnect prediction models.

In nanometer regime, interconnect capacitances have started to be several orders
of magnitude larger than the intrinsic capacitances of the CMOS transistors. There
exist several ways to model the on-chip wires [24]. The most widely used model is
the RC wire depicted in Fig. 8. The model can be used to estimate the propagation
delay, power consumption, and so forth. It can also be used to optimize the wire
under a given delay budget (buffer insertion, wire resizing, and so forth).

Using the RC wire model shown in Fig. 8, ITRS predicted that delay for
intermediate wire will increase as shown in Fig. 9.

Both the interconnection delay and the coupling capacitance for the intermediate
wire is experiencing an increase. The interconnect model used by ITRS to predict
the coupling coefficient is depicted in Fig. 10. A 2-D static field solver has been used
to determine the values for the self and coupling capacitances. The model takes into
account the fringing capacitance.

The ITRS predicts that the coupling ratio between the intermediate wires will
remain constant as depicted in Fig. 11.

In [25], the authors showed using a first-order model that the dynamic power
dissipation for a loaded inverter is the sum of the intrinsic power consumption
(power consumed by the inverter) and the power required to send the voltage across
a global wire. Several techniques to reduce the signaling power consumption have
been proposed (low-voltage swing, current mode, multi-level signaling, etc.) [24,
26–28].

The coupling capacitance has created a new design problems. The widely
reported issues associated with the capacitive couplings are timing closure, crosstalk
noise, glitches, and power consumption. The impact of the crosstalk on the physical
parameters of the circuit depends on the alignment of the aggressors and the
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Fig. 10 Interconnect model used by ITRS to compute self and coupling capacitance

victims [24]. The worst case occurs when the aggressor and the victim switch in
the opposite direction as exemplified in Fig. 12.

In [29], the author presented a time-dependent power estimation model for
capacitively coupled circuits. Figure 13 quantifies the impact of the crosstalk
capacitance on the dynamic power consumption. The dynamic power has been
obtained through spice simulation. The curves clearly show that the maximum
power is consumed when the aggressor and the victim switch in the opposite
direction.

To overcome the bottleneck caused by wires and to sustain the performance
improvements, Networks-On-Chip (NoC) has emerged as a new design paradigm
for SoC. NoC motivations come from many design corners such as the migration
towards multi-core implementation (many core architecture), the growing silicon
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Fig. 12 Worst case scenario for the impact of crosstalk noise

area devoted to routings, and the difficulties to implement point-to-point communi-
cation among cores or Processing Elements (PEs) [30]. Figure 14 depicts a 3x3 2D
NoC architecture. Its worth pointing out that there are plenty of NoC architectures
beyond the 2D mesh network.

The growing number of cores has created design bottlenecks for the NoC
architecture. The widely reported design challenges are the high communication
latency for distant cores and the extra power consumed by the switches [31].
Several network and communication technologies have been reported in the liter-
ature. Millimeter-wave NoC architecture using a hierarchical small-world networks
proposed in [32] is a promising solution that solves some the issues related to the
NoC design using multi-hope network.
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Fig. 13 Impact of the coupling capacitance on the dynamic power consumption

Fig. 14 3x3 2D mesh network
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2.3 Dark Silicon Era

As a result of the aggressive transistor scaling and the ever increasing number
of transistor density, voltage scaling can no more follow the Dennard’s scaling
law. This phenomena has led to a steady increase in power density. To prevent
the processor from overheating, it has been observed that the number of powered
transistors need to be shrunk using for example power gating. As a result, for a
given period of time a percentage of the transistors is dark. This effect is referred to
as the dark silicon [33]. The amount of the dark silicon is expected to escalate as the
transistor feature sizes decrease (cf. Fig. 15.)

The dark silicon has emerged as a new design challenges that prevent circuit
designers from increasing processor performance. As a results, new design method-
ologies and solutions should be proposed to reduce the dark silicon area.

In [34], the authors developed scaling models for device, core, and multicore. The
models have been used to (1) study the percentage of dark silicon for future nodes,
(2) develop the Pareto frontiers, and (3) investigate the impact of various architecture
parameters on the processor’s performance in the dark silicon era. The authors
have considered the following parameters: (1) memory bandwidth, cache size,
simultaneous multi-threading (SMT), and parallelism. Table 1 summarizes the
reported results.

The table clearly shows that the parallelism is one important design consideration
that can alleviate the impact of the dark silicon. For the 5G mobile communication
system, most of the DSP algorithms can easily be parallelized using the MIMO
system (Multiple Input Multiple Output) instead of the SISO system (Single Input
Single Output) [35] (cf. Fig. 16). Unfolding techniques can also be applied to
increase the level of parallelism for the DSP algorithms.

Fig. 15 Growing problem of dark silicon area [34]
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Table 1 Impact of
architecture parameters on
processor performance

Parameter Maximum improvements

Cache area 20 %

Memory bandwidth 2�
2-way SMT 1.5�
8-way SMT 0.3–2.5�
Parallelism 6.3�

Fig. 16 SISO to MIMO transformations for DSP algorithms

The systolic architecture is yet another design technique that can be used to
implement the DSP algorithm using concurrent and identical processing elements
(PEs). The dependence graph is used to determine the number of PEs [35, 36].
Contrary to the MPSOC, the Amdahl’s law is inapplicable to the systolic processor.
This suggest that the prediction reported in [34] can be too pessimistic for the DSP
systems implemented using systolic array.

In [37], the authors firstly analyzed the source of energy dissipation in CPU.
Secondly, they defined the utilization wall. Finally they proposed the deployment of
energy saving cores (c-cores) to reduce the ratio energy/instruction.

In [38], the authors showed the advantage of the heterogeneous cores (processor)
over homogeneous ones. They devised an algorithm to determine the optimal
number of the heterogeneous cores for a given power budget and dark silicon
constraints. The authors showed that the synthesized heterogeneous multi-cores
can lead to up-to 60 % improvement in performance compared to the homogeneous
design.

As the NoC has become a design solution to address the growing problem of
on-chip communication, it has been observed that the NoC circuitry can consume
a significant portion of the energy. The highest reported value is 33 % which
is consumed by Intel’s cloud computing processor [23]. To bring this energy
down, many published reports considered schemes based on dynamic voltage and
frequency scaling (DVFS) [39, 40]. However, in the dark silicon era, DVFS scheme
has become very ineffective because of the various factors such as the growing
leakage power dissipation. In [41], the authors devised multi-layer NoC routers.
Each layer has a unique voltage and frequency pair, referred to as a VF level. The
levels have been defined for a target CMOS technology node. This scheme sacrifices
silicon area to reduce the percentage of the dark silicon.
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3 FinFeT for Future SoC Designs

It is well documented that the scaling process for the bulk CMOS is reaching a dead
end beyond 22 nm [42, 43]. This fact is attributed primarily to the short-channel
effect and leakage current. In 70 nm node technology, it has been reported that
the active mode leakage current is responsible for over 40 % of the total power
consumption [21].

To address the shortcomings of the bulk CMOS technology and to enable the
progress of technology scaling, the FinFET has been proposed as a substitute for the
bulk CMOS transistor. It is widely reported that the FinFET overcomes the problem
associated with short-channel effect, offers higher current drive, and dissipates less
standby current compared to the bulk MOSFET technology [44].

The FinFET transistor is a MOSFET with double gates. There exist several com-
peting realizations for the double-gated transistor. In [45] double-gated transistor on
SOI, independent double-gate FinFET and planar double-gate SOI were reported.
Figure 17 shows these three structures.

Fig. 17 FinFET structure:(a) shorted-gate FinFET, (b) independent double-gate FinFET, (c)
planar double-gate FinFET on SOI
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Fig. 18 A 2-input NAND logic gate built using: (a) a shorted-gate FinFET, and (b) independent
gate FinFET transistor

3.1 Design Techniques Using FinFET Transistor

The primitive gates built using multi-gate MOSFET is fundamentally different from
the bulk CMOS. Figure 18 shows a 2-input NAND gate built using, respectively,
shorted-gate and independent-gate FinFET transistor [46].

From Fig. 18, we can see that (1) the IG-FinFET consumes less transistor than
the SG-FinFET, and (2) the SG-FinFET transistor can be fabricated easily using the
bulk CMOS process.

The results on the ISCAS benchmark reported in [47] show that the IG-FinFET
consumes less power but slower than the SG-FinFET. Figure 19 shows a low-power
NAND gate built using FinFET and IG-FinFET [47]. The supply voltages VL and
VH are used to reverse-bias the IG-FinFET transistor.

The FinFET transistor did not completely solved the leakage current problem.
In [47], it is reported that the leakage power consumption for the ISCAS’85
benchmark represents on average 33.1 % of the total power consumption. The
authors presented several schemes to reduce the leakage power dissipation under
delay or relaxed delay constraints.

The emerging FinFET technology for the manufacturing of future integrated
circuits raised a deep concern for the projection made for the dark silicon area
reported in [33]. The authors of [48] studied the dark-silicon problem using the
FinFET transistor. The study was performed for the 7 nm FinFET technology. Two
types of processor cores were used in the study. These processor cores are the
Nehalem out-of-order and LEON3. The reported results show that the 50 % dark
silicon prediction reported in [33] is very pessimistic. They further demonstrated
that the near-threshold voltage regime is a powerful way to reduce the percentage of
dark-silicon.
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Fig. 19 A low-power NAND gate built using: (a) Low-power FinFET, (b) Low-power IG-
FinFET [47]

4 RF Design Using FinFET Transistor

For the RF design, it has been reported in [49] that the FinFET outperforms the bulk
CMOS for frequency below 5 GHz. However, for high frequency (millimeter wave
band) the authors found that the FinFET suffers from low drive current. The authors
of [50], concluded that for the RF frequency higher than 10 GHz, the bulk CMOS is
better fitted to design RF blocks.

In recent years, several reports showed the potential of FinFET for the construc-
tion of RF circuits in millimeter wave band [51, 52].

5 Sensors for 5G Device

In modern days, thanks to the fast development of the integration technology,
sensors have become widespread, ubiquitous and low-cost. In addition, the sensor
technology has been subjected to conspicuous development over time. There exist
several technologies to fabricate sensors. To determine the preponderant technology,
we conducted extensive web search for the up-to-date commercial sensors. The
results are presented in Table 2. The table shows that the MEMS is the prevalent
technology for sensor manufacturing.
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Table 2 Sensor technology
and applications

Sensor type Application Technology

Mechanical Pressure sensing MEMS

Thermal Air conditioning MEMS

Biological Blood glucose MEMS

Chemical Environmental monitoring MEMS

Optic Ambient light detection Silicon

magnetic Gyroscope Hall IC

6 Microelectromechanical System

Microsystem or Microelectromechanical System or MEMS for short is a system that
has both electronic and non-electronic devices [53]. MEMS contains the following
blocks:

1. A Transducer to convert physical quantities into electrical signal and vice-versa.
2. An actuator and sensor for action.
3. A controller which is an integrated circuit devised to take decision.

As opposed to the integrated circuits, MEMS is diverse in fabrication, functional-
ities, and applications. In other words, MEMS fabrication is not confined to a certain
material and steps. What makes MEMS attractive for sensor is it is size, fidelity and
yield. Furthermore, the current success of MEMS is credited to abundant of factors,
such as its similarity with the integrated circuit, low-cost, and the existing of CAD
tools.

Contemporary smart phones and tablets contain a bunch of sensors fabricated
using MEMS (gyroscope, accelerometer, and microphone). There is also a growing
interest to build RF front-end using MEMS (RF-MEMS). To develop smart
applications, future smart phones will integrate electronic nose. The nose will be
responsible for detecting volatile compound.

Using the mobile Internet device as a driving force for the development of
MEMS, a road map has been determined for the following devices: accelerome-
ters, gyroscopes, integration path for inertial measurement units, microphone, RF
MEMS, and electronic nose.

7 Summary

Future wireless transceiver will be implemented using MtM technology. In this
technology, the number of sensors is expected to increase at a rate proportional to
the Moore scaling paradigm. For the base-band processor, the new design challenge
is the increasing portion of the dark silicon area. In this chapter, we discussed
potential solutions to reduce the impact of dark silicon and we proposed a multitude
of architecture solutions. These solutions are spread across all the design abstraction
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levels (system, algorithm, circuit and device). Multi-gate FET transistor has plenty
of advantages compared to the bulk CMOS for the design of both RF front-end and
base-band processor in the technology below 20 nm.

Acknowledgements The authors deeply acknowledge Dr. Mehrdad Dianati for his support and
interest that has shown to the chapter.
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Ultra-Dense Network Architecture
and Technologies for 5G

Shanzhi Chen, Fei Qin, Bo Hu, Xi Li, and Jiamin Liu

Abstract In recent years, with the growing popularity of smart device, our daily life
has come to revolve around with spectacularly successful mobile Internet services,
which lead to the explosion of data traffic in mobile communication networks. The
requirement on communication networks has become a critical issue. By 2020, the
global mobile traffic volume will have about 1000 times growth compared to that
of 2010. Recent research on 5G requirements indicates that the traffic density in
crowded city or hotspot area will reach 20 Tbps/Km2. Ultra dense network(UDN)
has been introduced to meet the traffic capacity requirement of 5G. as a most
promising method. Challenges, network architectures, key technologies will be
discussed in this section.

1 Introduction

In recent years, with the growing popularity of smart device, our daily life has come
to revolve around with spectacularly successful mobile Internet services, which lead
to the explosion of data traffic in mobile communication networks. The requirement
on communication networks has become a critical issue. By 2020, the global mobile
traffic volume will have about 1000 times growth compared to that of 2010 [1, 2].
According to the history of 4G and the former generations, the next generation of
mobile network, i.e. 5G which is towards 2020 and beyond, would reach 10 Gbps,
which is 10 times compared to the peak data rate of 4G. Recent research on 5G
requirements indicates that the traffic density in crowded city or hotspot area will
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reach 20 Tbps/km2 [3]. In addition, other requirements such as lower latency, higher
spectral efficiency and energy efficiency are also included.

There are usually three ways to improve throughput in wireless system: (1)
Improving spectral efficiency through new coding and modulation technologies;
(2) Increasing spectrum bandwidth; (3) cell splitting to improve spectrum reuse
density. In [4], it is observed that, by 2008, the wireless capacity has increased
1 million times from 1957. Among these gains, 25 times improvements came
from wider spectrum and 25 times improvements were contributed by advanced
air interface design, and 1600 times improvements were due to the reduction in cell
sizes and transmit distance. From technique evolving viewpoint, the potential gain
derived from the advance of wireless modulation and multi-antenna technologies, is
approaching to the upper bound. In LTE-A, the theoretical peak spectral efficiency
has reached 30 bps/Hz through 8-layer spatial multiplexing. This value nearly
reaches the maximum of typical wireless transmitting technology. Secondly, the
spectrum resource is limited. The continuous development of radio services such
as satellite, broadcasting, scientist, fixed and mobile terminal result that spectrum
become very rare resources. The International Mobile Telecommunication (IMT)
forecast that requirement for spectrum in year 2020 will reach 1490–1810 MHz in
China [5]. It is a big challenge to identify and allocate enough spectrum resource to
IMT system.

Based upon the above analysis, it is hard to meet 5G traffic capacity requirement
through increasing spectral efficiency and allocating more spectrum bands. There-
fore, we can conclude that the increasing of the wireless access point (AP) density
with smaller coverage is the most efficient way to improve the system capacity,
especially in hotspot scenarios [6]. China promoted LTE-Hi [7] to increase the
system throughput for hotspot areas. LTE-Hi is a Long Term Evolution (LTE) based
hotspot solution, which aims to provide higher performance in hotspot scenarios
by exploiting wider bandwidth in higher frequency. In ITU-R Report M.2320 [8],
Ultra Dense Network (UDN) is promoted as one of the technology trends to meet
the high throughput requirements of 5G. And METIS [9] also take the Ultra Density
Network as one of the most important topics towards the mobile system for 2020 and
beyond. On the other hand, Since Bell Lab proposed the concept of cellular network
in 1970s, network architecture has been adopted in the successive generations of
mobile networks. For architecture evolution perspective, authors in [10] point out
that the macro cellular and local small cell coexistence architecture in 5G will
replace the macro cellular-dominated architecture.

Typical scenarios of UDN include: office, apartment, open-air gathering, sta-
dium, subways and railway station [3]. The common requirements in these scenarios
are huge numbers of connections, high density network traffic and high data rate.
To meet these requirements, the AP(s) need to be deployed densely, with minimum
Inter-Site Distances (ISDs) of tens meters or below, i.e. one or more APs per room
for indoor scenarios, and one AP on each lamp post for outdoor scenarios.
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2 Concept and Challenges of UDN

2.1 What Is UDN

The main difference between UDN and traditional cellular network is the APs
density. In UDN, the radius of AP coverage is about 10 m and there are thousands
of APs in 1 km2. But in traditional cellular network, cell range is more than
500 m and usually less than 3–5 base stations (BSs) in 1 km2. Correspondingly,
only one or several terminals are connected to one UDN AP, whereas hundreds or
even thousands of active users are resident in one macro cell. Table 1 gives the
comparison between the UDN and traditional cellular network.

Another key point is that the type of APs in UDN is diversified. Small cell station,
relay station, distributed Remote Radio Head (RRH) and user equipment (UE) itself
can act as AP in UDN. However the macro BS in traditional cellular network is the
dominate access point.

Besides the above features, higher spectrum and wider band, heterogeneous and
irregular deployment, flexible backhaul, lower user mobility are also differences
between UDN and traditional cellular networks.

In [9], METIS defines UDN as a stand-alone system that will be optimized
for hotspot areas where the highest traffic increase will be observed. The concept
of UDN includes radio access technologies, small cell integration/interaction and
wireless backhauling. The authors in [11] suggested that UDN is a major technology
to meet the requirements of ultra-high traffic volume density.

In general, UDN is a new wireless network solution for hotspot scenarios, to
provide higher throughput and better user experience. In UDN, the AP density is
comparable to or even higher than the user density. Different types of APs will
tightly cooperate to achieve higher spectrum efficiency, lower power consumption
and seamless mobility.

Table 1 Comparison between UDN and the traditional cellular network

ITEM UDN Traditional cellular network

Deployment Scenarios Indoor, Hotspot Wide coverage
AP density More than 1000/km2 3–5/km2

AP Coverage Around 10 m Several hundred meters and more
AP types Small-Cell, Pico, Femto, UE

relay, Relay
Macro/Micro BS

AP Backhaul Ideal/Non-ideal, Wired/Wireless Ideal, Wired
User Density High Low/Medium
User Mobility Low mobility High mobility
Traffic density High Low/Medium
Deployment Heterogeneous, irregular Single layer, regular cell
System Bandwidth Hundreds of MHz Tens of MHz
Spectrum >3 GHz (up to mm Wave) <3 GHz
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2.2 Challenges and Technical Directions of UDN

In order to provide very high traffic density and better user experience in UDN, there
are many new challenges including network architecture, mobility management,
interference management and others.

2.2.1 Challenges of Network Architecture

Traditional cellular network architectures are designed for wide area seamless cov-
erage. Due to the differences of UDN and traditional cellular network discussed in
Table 1, there are many problems to utilize traditional cellular network architecture
(e.g. 4G architecture) in UDN.

• Signaling overhead and lengthy data path
Too many functions such as service control and mobility control are centralized
in Core Network (CN), which include Mobility Management Entity (MME)
and Packet Data Network Gateway (PGW)/Serving Gateway (SGW). It is not
efficient for UDN with high traffic throughput and ultra-dense APs deployment,
and it leads to signaling overhead and lengthy data transmission path between
APs and CN.

• Frequent handover
The tight coupling of user plane and control plane over one air interface will
result in frequent handover when the AP coverage is very small. It is not efficient
and flexible in heterogeneous networking within both macro and UDN AP
coverage.

• All distributed functions
Higher layer process, Radio Resource Management (RRM), mobility manage-
ment functions are distributed on each AP independently. In order to better
support advanced interference management and resource management for UDN,
the functions on each distributed AP needs to be centralized.

• Better user experience
UDN is target to provide smooth handover and very high data rate for each user
with ultra dense AP. The simple data gathering and transmission function of
Local GateWay (LGW) cannot support better user experience. More functions
are needed in LGW.

Therefore, a new architecture of UDN is needed to support high density AP
deployment and flexible network management. In this new architecture, a local
centralized user service center is necessary for knowing and measuring user’s radio
environment. Besides, the RRM and user service control center much closer to the
user are required to provide better joint processing and Quality of Service (QoS)
control, and a lower mobility anchor is also needed. Meanwhile, the CN functions
should be simplified to provide only high level service to user.
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2.2.2 Challenges of Mobility Management

With very small coverage and irregular network topology, mobility management in
UDN is quite different from traditional cellular network.

In the scenarios that ultra-dense APs are deployed, the coverage radius of
these APs is extremely small, i.e. only a few meters to tens meters. According
to traditional handover judgment method, frequent handover may occur and the
interruption probability of the user’s experience of high data rate may increase.
Moreover, from the perspective of the network side, it also means a high handover
signaling overhead. How to solve the problem is essential for UDN [6, 12].

2.2.3 Challenges of Interference Management

Huge amount of APs may bring much higher throughput and better user experience,
but may also lead problems. Interference management may directly impact the
system performance [13]. Along with the multiplexing of resources for more access
opportunities, interference increases as well and becomes more complex related to
traditional cellular network. We need to solve the following problems:

• The ultra-density environment results in more interference sources. For example,
in the crowd subway trains, lots of terminals and APs exist, and signals may have
more reflected and scattering paths. Then transmission power should increase,
which turns out more interference than before, however.

• Decreasing interference and increasing the resource utility become two parts in
the contradiction and we need to find the proper tradeoff point.

• The existing parameters to evaluate interference impact such as interference
threshold may not reflect the overall performance of the networks, and then
more suitable parameters should be used to give a better indication between
interference managing results and throughput, energy efficiency and other system
level parameters.

Therefore, we should set up suitable interference models, analyze the typical
wireless transmission scenario, and then propose effective interference control
approach for UDN.

2.2.4 Challenges of Flexible Networking

With extreme densification and complex heterogeneous deployment, network plan-
ning and optimization will become difficult for UDN. It is critical to further enhance
Self Organization Network (SON) to support flexible networking.

Huge amounts of APs in UDN make it more complex to realize self-
configuration, self-optimization and self-healing.

Ultra high throughput, ultra low latency, ultra high reliability, massive con-
nections are required to be provided in UDN. On another side, UDN is a very
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complex network to cover both indoor and outdoor scenarios, with ideal backhaul
AP deployment and non-ideal backhaul AP deployment. From view of the access
technologies, there are 5G new access technologies, LTE access technologies,
WLAN access technology working together. So, flexible network architecture with
intelligent network sensing and automotive network optimization is very important
to flexible networking and increasing spectrum efficiency in UDN.

Based on the above analysis, new network architecture for UDN is an impor-
tant direction. Key technologies towards flexible networking, self-backhauling,
multi-RAT coordination, advanced interference management, advanced mobility
management and radio resource management are also essential for UDN.

In addition, due to different radio scenarios and higher spectrum and wider
bandwidth, new transmission technologies and new air interfaces design are also
need to further enhance the system performance for UDN. Millimeter wave
communication is a very attractive direction for UDN [14], which can provide Gbps
user experience and tens of Gbps throughput per AP. And it’s also very suitable for
wireless backhauling for UDN APs. Details of millimeter wave communication are
discussed in other chapters of this book.

3 Network Architecture of UDN

3.1 Overview

The topology of UDN toward 5G can be summarized with following key char-
acteristics: (1) high density of mobile APs distributed randomly without network
planning [15]; (2) various kinds of APs with different backhaul or fronthaul capa-
bilities [16]; (3) heterogeneous networks with different overage ranges, different
spectrum band and multiple radio access technologies (RATs) [14, 17].

Based on above characteristics, in order to provide high throughput and better
user experience, some new principles and methods for network architecture design
are introduced:

3.1.1 Localization and Flatter

It is a promising cost effective method to offloading the 1000 times of traffic within
local UDN area. A flatter architecture is needed to support localization and decrease
the cost of transmission. Localization of data path and controlling function are
introduced by METIS and NGMN [18, 19] toward 5G UDN.
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3.1.2 U/C Separation

New principle in [7] is the user plane and control plane separation. It’s an effective
way to provide user high data rate through density small cells but without mobility
and connectivity experience degradation. This feature is supported in 3GPP Release
12 through dual/multi-node connections.

3.1.3 User-Centric

Toward 5G, UDN is quite different from traditional cellular network. It is very
important to introduce user-centric principle [6], the network will organize the dense
APs dynamically to serve the user to make it feel like always in the centre of a
cell. User-centric ultra-dense network (UUDN) [6], including user-centric mobility
management, user-centric clustering for data plane [20] and user-specific network
controlling, can provide better user experience and higher spectrum efficiency.

3.1.4 C-RAN, Distributed-RAN and Flexible-RAN

Centralized Radio Access Network (RAN) and distributed RAN architectures for
UDN are discussed in [15]. For centralized architecture, it can provide better
joint processing and get higher spectrum efficiency, but need very high back-
haul/fronthaul capability. For distributed architecture, it is more flexible for network
deployment, but interference management is difficult and has lower spectrum
efficiency. So a more flexible architecture is preferred to adaptively connect APs
with different backhaul/front haul capability [18].

3.1.5 SDN & NFV

The new trends of Software Defined Network (SDN) and Network Function
Virtualization (NFV) are also impacts the design of the network architecture for
5G [18, 21, 22]. With the decoupling of controlling and forwarding, software and
hardware, the network architecture can be redesigned to define the logical functions
and their interfaces but not the entities and their interfaces. This will also enabling
even more flexible architecture towards UDN 5G.

In summary, the trends of UDN architecture are becoming more flatter, localized,
U/C separation, user-centric, flexible and intelligent. Some examples toward small
coverage density network are given in following subsections.
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Fig. 1 4G LTE/SAE network architecture

3.2 GPP HeNB Architecture

Home enhanced Node B (HeNB) is target for dense small coverage for hotspot area.
A typical 3GPP architecture for HeNB under the 4G LTE/SAE framework, is shown
in Fig. 1 [23, 24]:

In this architecture, the network side mainly includes five entities: HeNB, LGW
MME, SGW and PGW. The function of each entity can be found in [15]. The
function of HeNB is almost same as traditional macro BS except smaller coverage.
And the user side control plane and data plane are managed by CN. This architecture
also derives the localized features, which enable the function of Local Internet
Packet Access (LIPA) and Selected IP Traffic Offload (SIPTO) for data offloading.

The HeNB architecture is easy for equipment development at early stage deploy-
ment with lower density of HeNBs. But when APs density increased, challenges of
the architecture are as following:

(1) Many functions such as service control and mobility management are cen-
tralized in CN. It is not efficient with high traffic throughput and dense
APs deployment. This will lead to extra signaling overhead and longer data
transmission latency between APs and CN.

(2) The tight coupling of user plane and control plane at air interface will result in
frequency handover for ultra dense network.

(3) The data transmission function of LGW cannot support user-centric service
experience. More functions are needed to be collected and supported in LGW.
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Fig. 2 Inter-node radio resource aggregation

3.3 Small Cell Enhancement (SCE) Architecture

To further support the heterogeneous network deployment scenarios, 3GPP devel-
oped the SCE architecture in release 12 [25].

A “dual connectivity” is used to refer to operation where a given UE consumes
radio resources provided by at least two different network points connected with
non-ideal backhaul. Dual connection can be done by aggregating radio resources in
more than one eNB for user plane data transmission as illustrated in Fig. 2. By this
solution, signaling overhead towards the CN can be potentially saved by keeping
the mobility anchor in the macro cell.

In dual connectivity operation, a UE has only one RRC connection. With this
principle, only the Master eNB (MeNB) generates the final RRC messages to be sent
towards the UE. The MeNB and Secondary eNB (SeNB) will tightly coordinated to
provide a UE dual User plane connections as illustrated in Fig. 3. The UE RRC
entity sees all messages coming only from one entity (in the MeNB) and the UE
only replies back to that entity.

Within these characteristics, the mobile anchor is moved to macro station,
handover signaling overhead is reduced when the user is moving among small cells.
But there are still many RRC signaling between high speed UEs and macro station
during the movement for the SeNB updating procedure.
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Fig. 3 Radio interface
C-plane architecture for dual
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3.4 METIS UDN Architecture

UDN is identified as one of the five Horizon Topics (HTs) of METIS project toward
5G, and also one of the four main technical enablers [7, 18]. Considering the trends
of SDN and NFV, in order to support wide range of scenarios and use cases for 5G,
METIS designed a general 5G architecture with flexible manners as shown in Fig.
4-1 in [18]. The architecture can be used for UDN by different function selection at
different network domain as shown in Fig. 4-3 in [18].

Based on the separation of user plane and control plane, six functions are
defined in this architecture. Synchronize radio control plane functions (SRC) and
synchronize radio user plane functions (SRU) are deployed very close to end users.
It supports Multi-APs and RRHs with ideal backhaul with centralized PHY/MAC,
like C-RAN technologies.

Asynchronous radio control plane functions (ARC) and asynchronous radio user
plane (ARU) together with CN user plane (Core-U) are located RAN side, which
is much closer to user than traditional 3GPP SAE architecture. They can provide
higher layer control functions like mobility management, QoS control, inter-RAT
coordination, and also user plane function including local breakout.

CN control plane function (Core-C) and CN user plane functions (Core-U)
are located in aggregation and CN side to provide high level management like
Authentication, Authorization and Accounting (AAA) and roaming.

METIS UDN architecture based on the C-RAN, SDN, NFV technologies with
principle of localized, U/C split concept, it’s a flexible and efficient 5G UDN
architecture.
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3.5 User-Centric Architecture for UDN

In [6], user-centric UDN (UUDN) architecture with the principles of user-centric,
localized, U/C separation. It can be easily and flexible deployed with SDN and NFV
manner as Fig. 4.

In this architecture, there are no more “cells” logically and physically from user’s
perspective. Dense APs in one area will be organized intelligently to follow user’s
movement and provide data transmission on-demand.

Four functional entities are introduced to provide user-centric services. At the
radio side, local service center (LSC) and local data center (LDC) are introduced to
provide the logical decoupling of control plane and user plane. All kinds of APs are
connected to the LSC and LDC by various backhaul (idea/no-ideal, wire/wireless).
At the core network side, network service center (NSC) and network data center
(NDC) are introduced to provide the control and transmit functions. The LSC and
LDC can be integrated into one Local Gateway as a physical entity, and NSC and
NDC may also be integrated into one CN entity.

The functions and interfaces of each entity in UUDN are as following [6]:

(1) AP is the radio access channel for UE including the data plane and the
control plane. APs can be built with RF, PHY, MAC and IP layer functions
or combinations of them based on the backhaul capacity. If the AP has only
RF, the PHY to IP layers will be centralized into LDC. With this architecture,
LDC can provide joint processing in PHY layer. The advanced signal process
can thus be used to avoid the inter-AP interference.

(2) LSC is the control service center to organize a dynamic APs Group (APG)
to serve one user. It will have the new functions of user-centric RRM, multi-
RAT coordination, effective QoS control, user-centric mobility management,
and local radio link control.
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Table 2 Characteristics of the network architectures toward UDN

3GPP HeNB
architecture

3GPP SCE
architecture

METIS UDN
architecture [18]

UUDN
architecture [5]

Localization and
flatter

LIPA & SIPTO LIPA & SIPTO Localized (User
Plane and Part of
Control Plane)

Localized (User
Plane and Most of
the Control Plane)

U/C separation No Yes Yes Yes
SDN & NFV
based

No No Yes Yes

Flexible
Backhauling

No No Yes Yes

User-Centric No No No Yes

(3) LDC is the local data center to dealing with user data transmission. It will
provide the user plane functions including higher layer process, dynamic AP
channel processing. It also has the functions of Multi-AP coordination based
and multi radio bear convergence for users.

(4) NSC is the network data center to provide the functions of user policy control,
AAA, and high level mobility (roaming, inter NSC handover) etc.

(5) NDC is worked as packet data gateway at the network side.

With this architecture, LSC and LDC are very close to the location of APs, so that
it is easy to provide user-centric service functions, advanced resource management,
and interference management. It is more flexible for UUDN deployment with the
decoupling of user plane and control plane, and decentralizing the CN functions
to LSC and LDC. And signaling overhead and backhaul overhead can be greatly
reduced for UDN scenarios.

3.6 Summary of Architecture

The trends of UDN architecture are becoming more flatter, localized, U/C sepa-
ration, user-centric, flexible and intelligent. A good UDN architecture will better
support very dense APs work efficiently at complicated deployment scenarios. The
characteristics of some typical architectures toward UDN are summarized in the
following Table 2.

4 Key Technologies of UDN

Based on the new architecture, many key technologies can be introduced to provide
high QoE, high area spectrum efficiency and low cost. The promising technologies
are summarized below.
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4.1 Flexible Networking

Flexible networking technologies, as SON in 4G [26], are promising technologies
to enable UDN in real deployment. With extreme densification, UDN will face huge
challenges on self-installation, self-configuration of physical layer Identifier (ID),
Automatic Neighbour Relations (ANR), Mobile Load Balancing (MLB) and etc.

4.1.1 Self-Installation

In super dense deployment of the network, the number of APs is very large.
It is difficult for operators to configure and initialize each device manually, and
then require that each AP can be plug and play [26]. Using the mechanism, the
BSs automatically install in LTE, APs automatically start and stop initialization,
including automatically get IP address, automatically establish the connection
with the Operation Administration and Maintenance (OAM) server, automatically
download the software, initial the configuration of wireless and transmission.

4.1.2 Physical Layer Cell ID and Self-Configuration

In UDN, hundreds or even thousands of APs will be deployed in the same area. The
amount of AP IDs may not be enough. The types of AP are diverse, i.e. including
mobile AP. Such AP needs to support self-configuration ID. In order to reduce the
collision and confusion probability of AP IDs, there are two methods [26]. One is
to provide sufficient number of IDs in the design of physical layer; the other is that
adjacent AP can automatically avoid using the same ID through signal detection and
coordination.

Method 1 is to provide enough number of the physical IDs (for example,
thousands of IDs) in 5G system design. But increasing the number of physical IDs
is proportionate to the complexity of the physical layer design of the system. It will
lead to higher request numbers to the signal decoding ability of the terminal and
increases equipment cost. Therefore, to design physical layer IDs for UDN system,
trade off between ID amount and system complexity need to be considered.

When the number of physical ID increased, it is more difficult to allocate ID to
each AP Manually. Therefore, physical ID self-configuration and self-adjustment
mechanism are needed to avoid potential collision or confusion. Method 2 requires
that each AP can listen to the signal on the radio to obtain physical layer IDs of
neighbour APs to avoid the configuration of these IDs.

Due to the limitation of the transmitting power and coverage of AP, signal
listening could not detect neighbour AP which is out the coverage range. Then there
may be physical layer ID confusion. This can be coordinated through the signaling
between APs, similar to the mechanism of LTE.
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4.1.3 Automatic Neighbour Relations

In UDN, AP number is huge and changing and the neighbor relationship is more
complex compared to LTE, which makes it unimaginable to establish and maintain
AP’s neighbour list manually. Therefore, it is essential to set up automatic self-
configuration function to support neighbouring topological relations.

• Centralized mode
In scenario with the macro BS coverage, the AP can adopt LTE ANR mechanism.
APs can establish the neighbour relations and network interfaces through reading
macro BS broadcast information, For APs under the coverage of the macro BS,
the macro BS can use beam forming technology to receive and measure the
specific pilot signal of each AP, which can calculate the direction angle and the
approximate distance with respect to macro BS. Based on this information, macro
BS can draw the network topology map of APs in its coverage region. Then based
on the network topology map, macro BS can specify the neighbor list for each
AP automatically.

• Distributed mode
In distributed mode, each AP can receive the wireless signal of the neighbour APs
directly, try to read the system broadcast information of them, get their global
identity information and automatically create a neighbour relations between APs.
In order to discovery more neighbor cells, new discovery signal design is need.

In other semi-distributed mode, dynamic cluster structure between APs is
adopted. Each AP cluster will have a cluster head node. Neighbour relation map
is maintained by the cluster head node.

4.1.4 Load Balancing

In UDN, the coverage of AP is smaller than traditional eNB. UE’s serving AP will
change fast. Load balancing among APs, for example resource load balancing, is
very important in order to achieve the purpose of improving the system efficiency
and user experience.

• Scenario with macro BS coverage
In UDN with dual-connectivity mechanism, the control plane of the UE is carried
by macro BS. According to the load condition of the APs, the RRM algorithms
of macro BS can timely update UE’s serving APs and achieve load balancing
between APs.

• Scenario without macro BS coverage
In localized structure, a centralized RRM can gather the users’ measurements
information offload conditions of each AP. And then it will select the appropriate
AP resources to provide services for the UE and achieve load balancing between
APs globally.
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4.2 Backhauling

Deployment scenario that all the APs have ideal wired backhaul linked to the
network will not always exist. Hence the APs with wireless backhaul cannot be
avoided in UDN [27].

In 3GPP Release 10, solutions related to relay node has been standardized [28].
But the solution of relay’s wireless backhaul has some limitations. Firstly, 3GPP
relay can only support one hop transmission, which means one AP can only select
one BS with wired backhaul as donor eNB (DeNB). But in UDN scenarios, with
the AP density increasing and coverage decreasing, one point is that it is not easy to
find donor AP with idea backhaul in one hop coverage range [29]. Hence multi-hop
backhaul can further enhance the flexibility of self-backhauling. Another point is
that one AP can discover more than one UDN AP, sometimes macro BS, around it
can also provide relay links. So multi-connectivity backhauling can provide much
higher throughput to relay links. Secondly, 3GPP relay can only serve as transparent
backhaul links for APs without wired link.

Meanwhile, more tight coordination between APs is preferred to provide joint
transmission and joint beamforming. This requires more frequent signaling inter-
action and data forwarding among coordination APs group. Wireless interfaces
between APs is a effective way to directly exchange information on the air and
reduce interface delay from current delay (i.e. 20 ms for X2) to 1 ms level in UDN
scenario [30].

4.2.1 Multi-Hop Backhaul Mechanisms

Enabling multi-hop makes the wireless backhaul mechanism more complexity. It is
not easy to assign the donor APs for each wireless backhauling AP manually. Donor
AP discovery and adaptive backhaul path detection and updating in UDN are the key
issues.

The process of selecting the DeNB is usually completed in the OAM configura-
tion with the process of measurement and access by the relay as a UE. The above
pre-configuration process is not suitable for the APs in flexible deployment, and
donor selection method of the current relay is so simple that it cannot cover all the
wireless APs in UDN.

For the wireless path selection after the wireless APs are switched on, two kinds
of the modes are included from the overall structures that are centralized mode and
distributed mode.

Furthermore, due to the need of the nomadic deployment, the demand for energy
saving in UDN, complex network environment and mobility of access node, the APs
may be frequently switched on and off or removed, which results that the established
path can no longer continue to provide services. Due to the changing of the traffic
demand and link status, it is possible that the original wireless path cannot meet the
requirements. So it is necessary to consider and design the process of backhaul path
detection and updating.
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• Donor AP discovery
When an AP without wired link switch on, it need to firstly work as UE to
discovery it’s neighbor AP which can be served as it’s donor AP. Discovery
signal should be properly designed and assigned on the time and spectrum
domain. It need to support enough coverage range but do not take too much
overhead. After discover the AP, more system information and measurement
information are also needed to help the wireless AP to select donor AP. These
information including Reference Signal Received Power (RSRP), backhaul
capacity, system load and so on can be broadcasted on the air.

• Wireless backhaul path detection
Wireless backhaul path detection refers to the measurement of the link and
transmission conditions for the current wireless backhaul path, and the gathering
and processing of the measurement results, in order to form the assessment of the
state of the current wireless link. When a wireless backhaul link cannot meet the
requirements of the transmission or cannot provide services, it should be reported
and feedback as soon as possible and then start the subsequent updating process.

• Wireless backhaul path updating
The basic process of the wireless backhaul path updating is to destroy the old path
and establish a new path, in which the method of the new path establishment is
basically same as the process of the path establishment.

4.2.2 Multi-Connectivity Backhaul Mechanisms

Compared to legacy network, multi-connectivity backhaul can provide more abun-
dant routing path selection [31]. When the quality of one path become poor, user
data and signaling can be transmitted throughput other path. Furthermore, the total
amount of traffic rate is the sum of all the paths when multiple paths are used at
the same time. Multi-connectivity backhaul can enhance the reliability and increase
the data rate of backhaul. In order to facilitate the management and coordination
in a number of connections, it needs to have a primary connection, and the others
are the secondary connections. The method of the primary connection decision is
usually that the macro BS serves for the primary connection and the rest of the
APs serve for the secondary connections, or the first access AP serves for the
primary connection and the rest of the APs serve for the secondary connections.
The primary connection will have most of the controlling functions and be easy for
centralized control and management. For convenience, the secondary connections
can also retain some control functions in order to control itself related transmission.

In the multi-path backhaul connections of the wireless APs, the air interface
backhaul bearer of the wireless APs are complex, which are a aggregation of bearers
of all UEs served by the wireless AP, i.e., the multiple UE bearers with the same
characteristics converge into an air interface backhaul bearer of the wireless AP.
Based on such complex mapping relations, when to split the wireless APs bearers,
it needs to consider the unified processing in access network and to avoid the
complexity in CN.
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4.2.3 Wireless Interfaces Between APs

In the solution of 3GPP relay, relay node is equivalent to a cell belonging to its
DeNB from the view of the neighbour nodes. The DeNB acts as a proxy gateway of
the relay node and processes all kinds of network interface as an agent. This idea can
still be used in UDN wireless backhaul scenarios with multi-connection/multi-hop
backhaul link. But it needs to enhance the design due to the change of the network
architecture and the increasing of the wireless backhaul connections. Furthermore,
the reduced distances between APs in UDN also make the AP can transfer some of
dynamic coordination messages each other through the air interface to enhance the
whole system transmission efficiency.

4.3 Multi-RATs Coordination

Along with the development of UDN, multi-access technologies coexistence is a
long-term trend, especially 4G, 5G and WLAN. How to run and maintain multiple
networks effectively, reduce maintenance costs and save energy, is a key issue to
be resolved. Multi-RAT tight integration will become an important direction in the
future wireless communication standardization fields.

How to coordinately use the various wireless access technologies and how to
further improve the overall operational efficiency and user experience are a problem
that need to be solved by multi-RAT integration technology [18]. Shown below for
multi-RAT integration logic function schematic figure, multi-RAT, i.e. 5G/4G/WiFi,
is converged through a centralized wireless network control entity.

In 3GPP Release-12 and Release-13, one of network integration technologies
has been studied and standardized, which are heterogeneous network integration
based on WLAN-LTE interworking [32]. The aim of WLAN-LTE interworking is
to solve the problem of UE’s mobility and how a UE to simultaneously use LTE
cell’s resource and WLAN resource. As shown in the following figure of a possible
multi-layer coverage network environment, UE can work simultaneously in eNB
and WLAN AP. In this scenario, eNB is responsible for the mobility management
and control of UE. WLAN APs only participate in data transmission.

In addition, the existing technology can also support the close integration
between LTE and WLAN. As shown in Fig. 5 of a joint deployment scenario of
WLAN AP(s) and LTE eNB(s), similarly, UE can work simultaneously in 4G eNB
and WLAN AP while a new Xw interface is used between AP and eNB. eNB can
transfer part or all of UE’s data to WLAN AP to obtain the services provided by
WiFi and realize resources aggregation and users’ throughput improvement.

Future potential research areas include:

(1) Access technology intelligently selection: Constructing a user’s non aware
access technology selection mechanism. According to the real-time network
state, the wireless environment, combining with the intelligent service sensing
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technology, the different services will be mapped to the most suitable access
technology.

(2) Multi-RAT multi-connection technology: Terminals can simultaneously estab-
lish connections with different RAT network nodes and realize multiple flow
parallel transmission to improve the throughput, enhance the user experience,
achieve services dynamic splitting and convergence between the different
access network technologies.

4.4 Mobility Management

In UDN, mobility support and association decision is important because the small
cell size causes frequent handovers, which introduce frequent short term service
disruptions to AP and then significantly affect the user experience [33]. Meanwhile,
the mobility management should be joint-optimized with the resource management
and interference coordination in UDN. As a consequence, an effective mobile
management mechanism can provide not only higher mobility performance but also
an opportunity to meet higher throughput requirements for users [34].

The UDN is a multi-layer and multi-RAT network, network functions are built
with these multiple levels of hierarchy. The centralized mobility anchors naturally
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match with the hierarchical architecture, which will lead to more signaling load to
the core network and suboptimal paths transmission. The advantage of centralized
mobility management (CMM) mechanism resides in its simplicity, because the
central anchor can follow user movements by simply rerouting the packets over
tunnels created with the access router where the UE is currently connected.
However, the single-handed mobility anchor thus easily becomes a single point
of failure. Therefore, more flat and flexible mobility architectures and mobility
management approaches are expected to be proposed [35].

4.4.1 Mobility Management Architecture in UDN

Today’s trend points to the deployment of UDN in order to provide ubiquitous
connectivity at high data rates. However, this is hard to couple with the current
mobile networks’ architecture, which is heavily centralized, posing difficult chal-
lenges when coping with high-frequent measurement, intolerable handover failure.
Additionally, future 5G networks will exhibit disparate types of services, posing
different connectivity requirement. The authors in [36] propose that distributed
mobility management (DMM) is emerging as valid framework to design future
mobile network architectures, taking into account the requirements for high-
frequent handover and the rise of extremely dense wireless access networks.

In extremely dense wireless access networks, it is important to design a more
flat and flexible mobility management architecture. The authors in [12] propose a
systematic and unified methodology for designing mobility management architec-
ture. The design philosophy is applied in the proposed function reference model
and protocol reference model of Mobility-Driven Networks (MDN) to abstract the
mobility support functions, entities, and principles.

Consider a Wireless Local Area Network consisting of Access Points that can
provide only a limited cone of coverage, which leads to frequent changes of serving
APs. The network as a whole, is, however, required to provide full coverage
of a relatively large area, compared with the coverage of a single Network AP.
At this point, the authors in [37] illustrate the structure of a Blanket Wireless
Local Area Network (BWLAN), which serves a number of End Nodes (ENs).
The BWLAN structure also contains centralized services and databases, as certain
network operations, e.g., admission control, are best handled via a centralized
gateway. In this architecture, each EN communicates with a set of NAPs through
the wireless medium, and these NAPs will be referred to as the EN’s “blanket.” The
notion of a blanket allows the network to locate each EN and transmit to the EN
only from the NAPs that can reach it.

Existing cellular networks are insufficient in meeting future mobile users’
demand, in part due to inflexible and expensive equipment as well as complex
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and non-agile control plane. Software defined networking is emerging as a natural
solution for next generation cellular networks as it enables further network pro-
grammability. An all-SDN network is described in [38] and followed by a unified
approach to mobility, handover and connectivity management. It has proposed an
alternative realization is to keep the handover control at the BS and RAN controllers
but in close coordination with the routing control that is realized at the network
controller, thus decreasing the signaling load to CN.

4.4.2 User-Centric Mobility Management

UDN is envisioned as a key deployment to address coverage and capacity issues in
emerging wireless systems. In this case, the number of APs is likely comparable to
the number of users.

Location areas are statically configured in existing network, but the boundary of
a traditional location area in UDN becomes unclear. Thus, the location management
mode will be redesigned, from “static AP planning” to “dynamic AP cooperation”.
In [39], an overview of challenges and requirements for mobility management in
user-centric networks is given, and a new distributed and dynamic per-application
mobility management solution is presented. Therefore, the authors in [6] propose a
Dynamical APs Grouping method (DAPGing), which is considered a user-centered
mobility management approach. With this method, every registered user has a
unique APG with a unique APG-ID. APG context will be stored in a local serve
center (LSC), and most of the DAPGing processes will be executed by LSC. Some
high level processes such as authentication, handover are managed by network serve
center (NSC). While a user is moving, its APG will be dynamically adjusted to sup-
port its movement, which is quite different from traditional mobility management
and handover process. In traditional cellular network, users are handover from one
cell to another. While in their proposed de-cellular ultra-dense network structure, the
network will follow user’s movement. The DAPGing makes mobility management
functionality different. There are three following mobility scenarios and related
approaches of user-centric mobility management:

(1) For Intra LSC or Inter LSC mobility, only APG members may perform
refreshment for the terminal that has radio bearers, the APG-ID is not changed.

(2) For Inter NSC mobility, the APG should be possibly moved from one LSC to
another LSC that connected to different NSC, assuming that the APG-ID is
unique within one NSC.

(3) For Inter NSC mobility, or the mobility between UUDN and the traditional
cellular network, the APG handover procedure is applied, e.g. from on one NSC
to another NSC, or from one NSC to another traditional cellular network.

Furthermore, mobility management in UDN needs to be considered with inter-
ference coordination and resource management.
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4.5 Interference Management

Interference management is very important in UDN to meet the high throughput
requirement with short inter site distance. The resource multiplexing is adopted to
increase the access opportunities, and then also brings more challenges for interfer-
ence control. Traditional methods include interference randomization, interference
cancellation, and inter-cell interference coordination (ICIC), interference alignment
and etc. It needs further discussion to use these techniques in UDN. Meanwhile,
new technologies such as millimeter-wave introduced into UDN may also present
new challenges [14].

The research on interference management may include, but not limited to, the
following:

(1) Channel model and capacity analysis. The wireless transmission environments
in UDN become very complex with densified APs in multi-layer and multi-
RATs condition. Therefore, the effective channel models need to be setup for
various scenarios. Meanwhile, the channel capacity should be studied. The
research in UDN just begins and needs further investigation. It is worth to note
that this research direction relates to not only interference evaluation, but also
other key technologies, such as coding method, antenna technique, etc.

(2) Interference model based on the effective evaluation methods. The ultra-
dense environment results in more interference sources. For example, in crowd
subway trains, lots of terminals and APs exist, therefore, signals may have more
reflecting and scattering paths. Proper model should be set up to describe the
interference level. Meanwhile, the existing parameters to measure and evaluate
the impact of interference, such as interference temperature and interference
threshold, may not reflect the overall interference measure and performance
control of the networks. More suitable parameters should be discussed to
give a better indication between interference managing results and throughput,
associated with energy efficiency and other system level parameters [5].

(3) Interference management technologies with proper complexity. Interference
management technologies have been studied with many research results [13]
in traditional cellular networks. Considering the constraint in UDN, these
techniques should be optimized with proper modification.

• Interference cancellation. It provides methods to regenerate the interfering
signals through various coding methods and then subtract them from the
desired signal [40]. It requires for other interfering users’ information.
Considering the complexity, it is usually used in the BSs. In UDN, APs’
functions may be simplified. Therefore, interference cancellation should be
modified.

• Inter-cell interference coordination. Fractional frequency reuse (FFR) and
soft frequency reuse (SFR) have been proposed to control the neighbour cells
interference from spectrum planning [41, 42]. Dynamic ICIC (D-ICIC) has
the advantage of flexibility with many existing works [43]. The frequency
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and time domain radio resources could be reused under certain limitation
in multihop cellular networks [44]. These methods need coordination among
BSs, therefore the signaling overhead generated in the process of exchanging
information may impact the network performance.

• Coordinated multipoint transmission and reception (CoMP). One classic
scheme to achieve CoMP is joint processing (JP)/joint transmission (JT),
which is regarded as an advanced downlink solution and mainly focuses on
achieving spectral efficiency in LTE-A. It is also possible to use the idea in
UND, under the effective cooperation among APs.

• Interference alignment (IA). Each user is capable of reaching higher Degrees
of Freedom (DoF) by using IA. DoF known as capacity prolong or mul-
tiplexing gain [45], is a good characterization of the approximate capacity
because it becomes increasingly accurate in the high signal noise ratio (SNR)
regime. IA regulates the interference falling into a particular signal subspace
and leaves the residual subspace interference free. In UDN, appropriate
pre-encoder could be designed at the transmitter with the purposes of
preprocessing signals.

(4) Interference problems brought by new technologies. Advanced technologies
have been introduced into UDN, to provide wider usable spectrum, higher
throughput and better user experience. Millimeter-wave and non-orthogonal
multiple access technology are considered as some of the most promising
candidates and will be used in wireless access and backhauling. In millimeter-
wave communication, high-gain beam forming is adopted to mitigate path
loss and ensure low interference [14]. Besides, other traditional interference
management methods should also be used to improve the overall performance
[46].

The interference management needs to be jointly considered with resource
management, mobility management and network deployment [5]. During the design
of relative algorithms, interference control should be taken into consideration.
Therefore, the high throughput requirements may be fulfilled in UDN.

4.6 Radio Resource Management

As mentioned before, RRM in UDN faces new challenges from the complex com-
munication environment and skyrocketing throughput requirements. More services
will be developed with various QoS demands, requiring shorter setup time and
delay, as well as reduced signaling overhead and energy consumption [47]. This
means more flexible and efficient resource management schemes. Furthermore, the
heterogeneous networks coexisting topology brings multi-RATs and multi-layer
scenarios. How to jointly allocate resources in different networks to maximize the
overall utility efficiency and optimize the system performance is an important and
interesting problem for UDN.
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The research on RRM of UDN may include, but not limited to, the following
directions:

(1) Terminal association problem and corresponding resource allocation method.
The neighbour APs usually have very short ISD with each other. This means
the user may be under several APs’ coverage, and then enjoy accessing services
from one or more APs. Depending on the association condition, the resource
assigned to serve the user may vary. The impacting factors may include the
connected APs number of the terminal, the available resources, the required data
rate and other QoS parameters, etc. Some researchers point out that the possible
frequency band for UDN may extend from GHz to millimeter-wave, with wider
bandwidths, higher flexibility in use of uplink/downlink resources based on time
division duplexing (TDD) access, and physical layer waveform based on the
modified METIS proposals [48]. This indicates wider choices for the scarce
spectrum resources, as well as more complicated allocating algorithms.

(2) Cooperation and load balance among APs. When multiple APs serve for a
terminal, these APs need close cooperation with each other to provide better
services. The cooperation may come from PHY layer and MAC layer. Then the
assigned resources for each AP should comply with the cooperation method.
Meanwhile, considering the different APs’ capability and access condition, the
load balance and fairness among the APs should be considered. Besides, the
necessary signaling overhead for the cooperation and load balance also need to
be considered. In traditional cellular networks, the interaction among cells may
be impacted in practical constraints due to backhaul delay, backhaul capacity
and user mobility [49]. Whereas in UDN, these signaling messages may be
dealt with in the local control unit and then save the processing cost.

(3) Power allocation and energy-saving scheme. In UDN, densified Aps indicate
the possibility of higher overall energy consumption. Therefore, the green
communication technologies are essential for the network. The power allocation
should be considered to secure the overlapping of the wireless signals and QoS
requirements, under effective interference control methods. Also, in the future
mobile networks, the traffic load distribution will not only be impacted by the
geographic area, but also relate with time, such as the night-day human behavior
and daily commuting between offices and residential areas [44]. In order to save
the energy consumption of idle APs, many researchers have proposed switch
on/off methods for UDN. This will directly impact the resource allocation and
access algorithms.

(4) Scenario of heterogeneous networks. Multiple networks coexisting with each
other will become a typical deployment condition in the future communica-
tion networks. It means that UDN should also consider the coexistence and
cooperation with other traditional cellular networks. Under this heterogeneous
manner and multi-RATs interfaces, RRM has more challenges. The operations
of different RATs have been independently defined by respective standards, but
may lead to suboptimal usage of the wireless resources [50]. Multiple networks
should jointly manage the radio resource and then improve the overall system
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performance. The access control in heterogeneous networks needs further
discussion when considering the joint optimization of RRM. The load balance
among multiple networks, cooperation transmission and wireless backhaul will
also have more flexible and complex schemes.

It has been pointed out that the RRM in UDN should be jointly considered,
not only within the aforementioned research directions, but also with interfer-
ence control, mobility management, multi-RATs, backhaul and other respects [5].
Although many researchers have paid attention to the relative fields, there is no
well recognized resolution yet. Based on the cognition of transmission environment,
the limited resources should be flexibly allocated and adjusted. From AP side or
network side, two different approaches may be considered [5].

(1) When there are sufficient available resources and necessary function from the
terminal, RRM may be fully distributed. The AP side will be responsible
for the resource allocation process. It requires the APs should be capable of
environment sensing on idle channels, interference levels, and neighbour APs’
conditions. The advantages of this approach include the high efficiency of local
resource managing and real-time fulfilling for the users requirements. Yet its
disadvantages are also obvious. Negotiation process should be introduced to
settle the conflict among APs. Then the processing complexity will increase.
Also the requirements will be very high for environment cognitive ability
of APs.

(2) The second approach needs the network side to participate and to offer center
control in certain degree. A local control unit maintains the resource list in
the neighbour areas, such as an available resource pool. It also controls the
resource allocation process for the local APs. The APs may get the resource
information by periodical broadcast or dedicated request. Once there is need
for transmission, AP would then select the proper resource from the pool, the
resource list kept by the local control unit may change accordingly. By this
approach, RRM would achieve optimization by avoiding resource contention
and decreasing interferences. The disadvantage is that it is hard to determine
the neighbour area of the resource list in real cases.

The design of RRM algorithms would become hot research fields for UDN.
Feasible and effective schemes will greatly improve the overall performance of the
network and fulfill the users’ requirements.

5 Conclusion

UDN is a technology to meet the mobile traffic requirements of 5G. It can provide
better user experience even in extremely user density scenarios. Ultra density of
APs is the key feature of UDN. Higher spectrum efficiency and energy efficiency,
flexible networking, lower cost are the most important targets of UDN. User-centric



Ultra-Dense Network Architecture and Technologies for 5G 427

and localization are the new concept for UDN architecture design. Based on the
new architecture, key technologies such as mobility management, interference
management, SON and multi-RAT coordination need to be further enhanced.

Acknowledgment The authors would like to give special thanks to Dr. Ming Ai and Mr. Zhonglin
Chen of CATT for their kind reviews and revisions.

References

1. ITU-R M.2243, Assessment of the global mobile broadband deployments and forecasts for
International Mobile Telecommunications, March 2011

2. Cisco, Visual Networking Index: Global Mobile Data Traffic Forecast Update 2013–2018,
February 2014

3. IMT-2020 (5G) Promotion Group, 5G Vision and Requirement, May 2014
4. V. Chandrasekhar, J.G. Andrews et al., Femtocell networks: a survey. IEEE Commun. Mag.

46(9), 59–67 (2008)
5. ITU-R M.2290, Future spectrum requirements estimate for terrestrial IMT, 2014
6. S. Chen, F. Qin et al., User-centric ultra-dense networks (UUDN) for 5G: challenges,

methodologies and directions. IEEE Wirel. Commun. Mag. 23(2), 78–85 (2016)
7. S. Chen, Y. Wang et al., LTE-Hi: a new solution to future wireless mobile broadband challenges

and requirements. IEEE Wirel. Commun. Mag. 21(3), 70–78 (2014)
8. ITU-R M.2320, Future technology trends of terrestrial IMT systems, November 2014
9. P. Popovski, V. Braun et al., Initial report on horizontal topics, first results and 5G system

concept, METIS Deliverable D6.2, 2014
10. S. Chen, J. Zhao, The requirements, challenges and technologies for 5G of terrestrial mobile

telecommunication. IEEE Commun. Mag. 52(5), 36–43 (2014)
11. IMT-2020 (5G) Promotion Group, 5G Wireless Technology Architecture, May 2015
12. S. Chen, Y. Shi et al., Mobility-driven networks (MDN): from evolutions to visions of mobility

management. IEEE Netw. Mag. 28(4), 66–73 (2014)
13. H. Zhang, S. Chen et al., Interference management for heterogeneous network with spectral

efficiency improvement. IEEE Wirel. Commun. Mag. 22(2), 101–107 (2015)
14. R. Baldemair, T. Irnich et al., Ultra-dense networks in millimeter-wave frequencies. IEEE

Commun. Mag. 53(1), 202–208 (2015)
15. H. Wang, X. Zhou et al., Coverage and throughput analysis with a non-uniform small cell

deployment. IEEE Trans. Wirel. Commun. 13(4), 2047–2059 (2014)
16. P. Rost, C.J. Bernardos et al., Cloud technologies for flexible 5G radio access networks. IEEE

Commun. Mag. 52(5), 68–76 (2014)
17. I. Hwang, B. Song et al., A holistic view on hyper-dense heterogeneous and small cell

networks. IEEE Commun. Mag. 51(6), 20–27 (2013)
18. U. Doetsch, N. Bayer et al., Final Report on Architecture, METIS Deliverable D6.4, 2015
19. R. EI Hattachi, J. Erfanian et al., NGMN 5G Initiative White Paper, February 2015
20. V. Garcia, Y.Q. Zhou et al., Coordinated multipoint transmission in dense cellular networks

with user-centric adaptive clustering. IEEE Trans. Wirel. Commun. 13(8), 4297–4308 (2014)
21. H. Ali-Ahmad, C. Cicconetti et al., CROWD: an SDN approach for DenseNets, in 2013 Second

European Workshop on Software Defined Networks (EWSDN), pp. 25–31, October 2013
22. H. Wang, S. Chen et al., SoftNet: a software defined decentralized mobile network architecture

toward 5G. IEEE Netw. Mag. 29(2), 16–22 (2015)
23. 3GPP TS 23.401 v12.3.0, GPRS Enhancements for E-UTRAN Access, December 2013
24. 3GPP TS 33.401, 3GPP System Architecture Evolution (SAE); Security architecture (Release

12), October 2014



428 S. Chen et al.

25. 3GPP TR36.842 v12.0.0, Study on Small Cell enhancements for E-UTRA and E-UTRAN:
Higher layer aspects, January 2014

26. 3GPP TR 36.902, Evolved Universal Terrestrial Radio Access Network (E-UTRAN): Self-
configuring and self-optimizing network (SON) use cases and solutions, 2009

27. S. Tombaz, P. Monti et al., Is backhaul becoming a bottleneck for green wireless access
networks? in 2014 IEEE International Conference on Communications (ICC2014), pp. 4029–
4035, June 2014

28. 3GPP TS 36.216, Evolved Universal Terrestrial Radio Access (E-UTRA): Physical layer for
relaying operation, 2014

29. X. Ge, H. Cheng et al., 5G wireless backhaul networks: challenges and research advances.
IEEE Netw. Mag. 28(6), 6–11 (2014)

30. X. Su, K. Hi Chang, A comparative study on wireless backhaul solutions for beyond 4G
network, in 2013 International Conference on Information Networking (ICOIN2013), pp. 505–
510, January 2013

31. J. Núñez Martínez, Self-organized backpressure routing for the wireless mesh backhaul of
small cells, Universitat Politècnica De Catalunya, 2014

32. 3GPP TS 36.331, Evolved Universal Terrestrial Radio Access (E-UTRA): Radio Resource
Control (RRC), 2014

33. J. Zhang, J. Feng et al., Mobility enhancement and performance evaluation for 5G ultra dense
networks, in 2015 IEEE Wireless Communications and Networking Conference (WCNC),
pp. 1793–1798, March 2015

34. P. Kela, J. Turkka et al., Borderless Mobility in 5G Outdoor Ultra-Dense Networks, the journal
for rapid open access publishing, pp. 1462–1476, August 2015

35. F. Giust, L. Cominardi, C.J. Bernardos, Distributed mobility management for future 5G
networks: overview and analysis of existing approaches. IEEE Commun. Mag. 53, 141–148
(2015)

36. J.C. Zuniga, C.J. Bernardos et al., Distributed mobility management: a standards landscape.
IEEE Commun. Mag. 51(3), 80–87 (2013)

37. A. Reznik, C. Ye et al., Mobility Management for Dense Networks, vol. 34, pp. 1–4, May 2011
38. V. Yazici, U.C. Kozat et al., A new control plane for 5G network architecture with a case study

on unified handoff, mobility, and routing management. IEEE Commun. Mag. 52(11), 76–85
(2014)

39. F. Sivrikaya, S. Salsano, M. Bonola, M. Trenca, Mobility Support in User-Centric Networks,
Part IV of User-Centric Networking (Springer International Publishing, 2014), pp. 269–288

40. B. Kaufman, E. Erkip et al., Femtocells in cellular radio networks with successive interference
cancellation, in 2011 IEEE International Conference on Communications Workshops (ICC),
pp. 1–5, June 2011

41. Z. Xu, L. Geoffrey Ye et al., Throughput and optimal threshold for FFR schemes in OFDMA
cellular networks. IEEE Trans. Wirel. Commun. 11(8), 2776–2785 (2012)

42. S.-P. Chung, Y.-W. Chen, Performance analysis of call admission control in SFR-based LTE
systems. IEEE Commun. Lett. 16(7), 1014–1017 (2012)

43. K. Zheng, Y. Wang et al., Graph-based interference coordination scheme in orthogonal
frequency-division multiplexing access Femtocell networks. IET Commun. 5(7), 2533–2541
(2011)

44. K. Zheng, B. Fan, J. Liu, Y. Lin, W. Wang, Interference coordination for OFDM-based
multihop LTE-advanced networks. IEEE Wirel. Commun. 18(7), 54–63 (2011)

45. H.-M. Anders, N. Aria, The multiplexing gain of wireless networks, in 2005 International
Symposium on Information Theory (ISIT2005), pp. 2065–2069, September 2005

46. K. Zheng, Y. Wang, W. Wang, M. Dohler, J. Wang, Energy-efficient wireless in-home: the need
for interference-controlled Femtocells. IEEE Wirel. Commun. 18(6), 36–44 (2011)

47. R. Baldemair, E. Dahlman et al., Evolving wireless communications: addressing the challenges
and expectations of the future. IEEE Veh. Technol. Mag. 8(1), 24–30 (2013)

48. H. Tullberg, Z. Li et al., Towards the METIS 5G concept: first view on horizontal topics
concepts, in 2014 European Conference on Networks and Communications (EuCNC2014),
pp. 1–5, October 2014



Ultra-Dense Network Architecture and Technologies for 5G 429

49. R. Wang, H. Hu et al., Potentials and challenges of C-RAN supporting multi-RATs toward 5G
mobile networks. IEEE Access 2, 1187–1195 (2014)

50. Y.-N. Li, J. Li et al., Energy efficient small cell operation under ultra dense cloud radio access
networks, in 2014 Globecom Workshops (GC Workshops), pp. 1120–1125, December 2014



5G RAN Architecture: C-RAN with NGFI

Chih-Lin I, Jinri Huang, Yannan Yuan, and Shijia Ma

Abstract This chapter discusses Cloud Radio Access Networks (C-RAN), which
has been viewed as one of the key RAN architectures for 5G networks. First, the
basic concept and the initially defined architecture of C-RAN are recalled, including
the major benefits in terms of acceleration of network deployment, cost reduction
and facilitation of 5G technologies. Then the major challenges of C-RAN realization
are analyzed. One of the key challenges lies in fronthaul (FH) transportation which
may limit C-RAN implementation in 5G. To address the issue, a new FH interface
called Next Generation Fronthaul Interface (NGFI) is proposed. The C-RAN
architecture itself evolves with the NGFI interface. The design principles for NGFI
are presented including decoupling the FH bandwidth from the number of antennas,
decoupling cell and user equipment processing and focusing on high-performance-
gain collaborative technologies. NGFI claims the advantages of reduced bandwidth
as well as improved transmission efficiency by exploiting the tidal wave effect of
mobile network traffic. The transmission of NGFI is Ethernet-based to enjoy the
benefits of flexibility and reliability. The major impact, challenges and potential
solutions of Ethernet-based FH network are also analyzed. In addition, a prototype
is developed and presented to verify NGFI.

1 Introduction

C-RAN which stands for Centralized, Collaborative, Cloud and Clean RAN was first
proposed by China Mobile Research Institute in 2009 [1, 2]. The original motivation
for the proposal of the new concept comes from practical needs in network
deployment. Traditionally, network deployment requires a separate room per site
with supporting facilities such as air conditioning to accommodate the base station
(BS) or baseband unit (BBU). Every site consumes an equipment room. As the
number of sites increases greatly, which is particularly the case for LTE, the number
of equipment rooms required increases too. Traditional methods of deployment are
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becoming increasingly difficult since available real estate is becoming scarcer and
rental costs are increasing. In this case, centralization of different BSs or BBUs into
one location seems to be a natural solution for network deployment.

However, C-RAN does not stop at the centralization stage. As 5G recently
became the research focus, it was realized that C-RAN serves as an ideal framework
in support of 5G technologies. C-RAN is supposed to be able to accommodate and
facilitate several 5G technologies such as Large Scale Antenna Systems (LSAS),
full duplex, ultra-dense networks cooperative communication, mainly thanks to its
inherent centralization nature as well as the flexibility and scalability of a cloud-
based implementation [1]. In this sense C-RAN has become an essential element
for future 5G systems.

In the following of this chapter, first the C-RAN concept will be recalled briefly
and then an evolved C-RAN architecture which is based on a newly defined FH
interface called NGFI will be proposed. The definition and design principles of
NGFI will be described in detail with the advantages and challenges analyzed.
Furthermore, different function split solutions will be analyzed, using LTE as an
example which is critical to NGFI realization. The FH network design will also be
analyzed from the perspectives of synchronization, jitter and delay. In addition a
Proof-of-Concept to verify the NGFI will be described, followed by the conclusion.

2 C-RAN Basics

This section gives a basic introduction of the C-RAN concept, features and
advantages.

2.1 The Concept of C-RAN

With distributed BSs as the basic component, a C-RAN system centralizes different
baseband processing resources together to form a pool in which the resources could
be managed and dynamically allocated on demand on a pool level. Figure 1 shows
the C-RAN architecture, which consists of three parts [2].

• Baseband resource pool: A baseband pool is a pool of resources from which
resources can be instantiated to a “soft” BBU. In C-RAN the BBU is soft in the
sense that the processing resources and capabilities are dynamically allocated
and could be reconfigured based on real-time conditions (e.g. traffic status).

• Remote Radio Head (RRH) networks: RRHs are the same as in traditional
systems to provide basic wireless signal coverage.

• Transport networks: A transport network provides a connection between a BBU
instance in a pool and the remote RRHs. It could be of different forms depending
on the scenario. Some examples include direct fiber connection via dark fiber,
microwave transmission and fiber transport networks.
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Fig. 1 C-RAN architecture

2.2 Features and Advantages of C-RAN

Aggregating the computing resources into one central location, centralization is the
foundational feature and the first step toward a complete C-RAN. Centralization
allows the aggregated computation nodes to share the same facilities, for instance
air-conditioning, which greatly reduces the power consumption and, therefore,
operating expense (OPEX). In a trial in China Mobile’s commercial networks,
it was demonstrated that power consumption could be reduced by up to 70 %
with C-RAN deployment compared with traditional deployment methods [2]. In
addition, centralization makes it easier to find a smaller number of central offices to
accommodate the equipment, which in turn can speed up network construction.

Generalization of platform is another essential feature of C-RANs. The use
of general purpose platforms (GPPs) not only reduces the procurement cost for
operators but more importantly lays down the basis for the implementation of
virtualization technology.

Based on the GPP, virtualization technology can be implemented to bring various
benefits including improved resource utility efficiency, flexibility, scalability and
energy efficiency, as they have already achieved and demonstrated in modern data
centers in IT industry. In particular, with virtualization, the resource can be allocated
on demand for different scenarios, traffic patterns, applications and radio access
technologies (RATs). C-RAN in this sense can be called both “soft” and “green”.

C-RAN is also “open” in the sense that C-RAN is designed to provide a set of
standard application programming interfaces (APIs) to outside parties to encourage
new service development on the edge and to provide interoperability. For example,
dozens of radio parameters on user or cell level, e.g. the channel quality of a user or
the number of users in a cell can be exposed so that the edge applications can adjust
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parameters such as uplink/downlink (UL/DL) audio/video bit rates, picture and text
compression rates accordingly. In this way the user experience can be improved.
With its openness, C-RAN aims to push forward the prosperity of the ecosystem.

2.3 Support of 5G Technologies

C-RAN may serve as an ideal framework for many potential technologies in various
5G aspects, such as duplex mode, network optimization, multi-RAT coexistence and
spectrum sharing. For example, massive multiple-input multiple-output (MIMO)
is identified as a key enabler for 5G air interfaces to dramatically increase both
energy efficiency and spectral efficiency of the system via multiuser beamforming
with a large number of antennas. Among many challenging issues, the inter-
cell pilot contamination severely degrades the performance of massive MIMO,
which mandates joint design of UL pilots and joint optimization of multiuser
beamforming in adjacent cells. In addition, from the aspect of multiple access
control, non-orthogonal multiple access (NOMA) supports more than two users on
the same resource, thereby requiring more efficient and flexible means of system
optimization. As to 5G duplex mode design, full duplex is regarded as an important
direction of evolution. Full duplex base stations are capable of transmitting and
receiving simultaneously on the same time and frequency resource, thus promising
a maximum 100 % capacity improvement with well-scheduled DL and UL transmis-
sions. The major issue for both NOMA and full duplex lies on the much more severe
intra- and inter-cell interference. Especially in full duplex systems, on top of the
conventional DL to DL and UL to UL interferences, there exist many complicated
interferences between DL and UL. These interferences must be mitigated efficiently.
In addition, one important network-level consideration of 5G is the extremely high
base station density required to meet the ever-increasing mobile traffic requirements.
Naturally, the high-density network design involves joint consideration of many
issues, like the interference mitigation in a heterogeneous network, control and data
decoupling, DL and UL decoupling, carrier aggregation and Coordinated Multi-
point (CoMP) etc. As to the multi-RAT coordination, 5G networks need to coexist
harmoniously all the existing 3G, 4G and WiFi networks. The information sharing
between these different networks and corresponding joint scheduling are essential
to its success. Finally, due to the scarcity of wireless spectrum, spectrum sharing
among all wireless networks (and operators) will fundamentally enhance resource
utilization efficiency.

The performance improvements promised by the above technologies, however,
require systematic information sharing and joint optimization, which is difficult to
achieve with traditional distributed architecture. Fortunately, thanks to the inherent
capability of central processing, such information sharing becomes feasible in
the C-RAN context and therefore C-RAN is deemed to be able to facilitate the
realization of those 5G key technologies.
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2.4 Fronthaul Challenges and Existing Major Solutions

There are two major challenges for C-RAN realization. One is the FH challenge to
enable efficient and scalable centralization and the other is resource cloudification.
The ultimate goal of C-RAN is to realize the features of cloudification, i.e.
processing resources can be dynamically allocated to form soft BBU entities. The
solution to this is to implement virtualization technology which has been pervasive
in IT industry for cloud applications. Thanks to the extremely strict real-time
requirements for signal processing in wireless networks, the implementation of
virtualization may require special design and optimization. Some challenges for
this include optimization of operating systems and the hypervisor, optimization
of virtualization management functions, I/O virtualization to improve the virtual
machines (VM)’s I/O performance and its compatibility with live migration.
Readers could find more information in [2, 3]. In this chapter we will mainly focus
on the challenges on the FH side since centralization is the basis to realize other
features of C-RAN.

FH is defined as the link between a BBU and a RRH. Typical examples of
FH interfaces include Common Public Radio Interface (CPRI) and the Open Base
Station Architecture Initiative (OBSAI) [4].

Centralization is the critical first step required in order to realize all the other
features of C-RAN. Centralization aggregates different BBUs into one central
office with shared facilities. The key challenge for centralization is that it requires
a large number of fiber resources if using direct fiber connections. The issue
can be illustrated by the following example. In a TD-LTE system with 20 MHz
bandwidth and RRHs of 8 antennas, which is the most common scenario in CMCC’s
networks, the CPRI data rate between the BBU and the RRH for one TD-LTE carrier
transmission is as high as 9.8 Gbps. When considering both UL and DL, 2 fiber
connections would be required with 10 Gb/s optical modules. Since usually one site
consists of three sectors with each supporting at least one carrier, the number of
fiber connections for one site can be as high as 6, which is difficult to achieve for
most operators due to limited fiber resources.

In order to overcome the fiber disadvantage in a centralized implementation,
various solutions have been developed. Some are mature enough while others are
still in the early stage.

One of the solutions is CPRI compression. There are various kinds of compres-
sion techniques such as non-linear quantization and IQ data compression [5]. So
far, major vendors have been able to support 2:1 compression with lossless system
performance. In [3], the authors have verified the functions in their commercial LTE
C-RAN networks. Another solution is Single Fiber Bi-Direction (SFBD) which
allows simultaneous transmission of UL and DL on the same fiber. SFBD could
further reduce the usage of fiber by another 50 %. As a result, when combining
SFBD with compression, fiber resources can be reduced 4-fold with lossless
performance.
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The most common and effective FH solution today is to use wavelength-division
multiplexing (WDM) technology. With WDM dozens of carriers could be carried
on a single fiber, which greatly conserve fiber resources. Although the introduction
of new transport nodes in the network may also cause additional delay and noise
jitter, it turns out that the expense is affordable. In [3] the authors have tested
the mainstream WDM FH equipment in the commercial LTE C-RAN network
and found that the additional delay and jitter contributed by the WDM equipment
are small enough to be negligible. Even with the optical transport network (OTN)
technology which is supposed to have much higher delay than WDM, the delay is
still around 20–30�s, small enough to have little impact on the system performance.

However there is one common disadvantage for all the solutions today, no matter
whether they are WDM, CPRI compression, or SFBD, which is that the object that
these transport solutions carry is CPRI data. Due to the inherent shortcomings of
CPRI (see next section), the transport efficiency is low.

In order to better support C-RAN large-scale deployment and key 5G technolo-
gies, a new FH interface is proposed in the following sections.

3 NGFI: Next Generation Fronthaul Interface

In this section, the design of the fronthaul interface in order to better support 5G
technologies, especially C-RAN will be introduced.

3.1 Motivation

As mentioned in previous sections, on the road of C-RAN realization, the FH issue
has been one of the biggest challenges. Due to the high FH data rate centralization
requires consumption of a high number of fiber cores which are scarce and not easy
to afford. Although other transport technologies such as WDM and OTN could save
fiber consumption, the cost on the introduction of additional transport equipment
makes the economic viability a concern to operators. Some operators are still not
very convinced on the merits of C-RAN deployment. Therefore in 5G to enable
large-scale C-RAN deployment it is necessary to reduce FH bandwidth.

Current FH interfaces could also raise new issues for C-RAN virtualization. C-
RAN is supposed to run on a general-purpose processor (GPP) platform consisting
of standard IT servers, storage and switches. GPPs do not provide a FH interface
for telecom applications. To support FH, either a new interface should be created on
the GPP platform or an adapter card is needed, both complicating the system and
introducing additional costs. It would be desirable to base the 5G FH interface on
existing GPP interfaces which could maximize efficiency and save costs.

In addition, scalability issues exist for today’s FH technology to support widely
discussed 5G technologies, including LSAS, CoMP processing etc. For example, it
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is possible that a 5G LSAS RRH could be equipped with 64 or even 128 antennas.
With LTE, the FH bandwidth will rise to the order of 100 Gb/s, which makes it
unaffordable. It is clear that the impact of the number of antennas on FH should be
minimized to the greatest extent possible.

In order to address the issues above, one possible idea is to change the FH
interface fundamentally.

In the following chapter, CPRI will be used to represent traditional FH solutions
since it is the most widely adopted in the current industry.

3.2 CPRI Re-Visiting

The CPRI interface helps to separate the BBU and the RRH to enable the
deployment of distributed base stations. Although in traditional networks the CPRI
is mainly deployed over short distances, usually in the order of several meters or
several hundred meters, it can support up to 40 km between the BBU and the RRH.
CPRI has been working well for traditional mobile networks including 2G, 3G and
4G. There are three traits for the CPRI interface.

• The CPRI line rate is constant regardless of traffic;
• The mapping between the BBU and the RRH is fixed one-to-one correspondence

and not flexible;
• The sampling I/Q data rate is dependent on the number of antennas.

With networks evolving to 5G, CPRI is becoming more and more unsuitable
to accommodate the evolution. First, it is well known that mobile traffic varies in
the temporal dimension, which is called tidal wave effect. For example, the data
traffic in an office area is high in the daytime and plummets at midnight. For dense
urban areas, the tidal wave effect is noticeable. However, the CPRI data stream is
synchronous digital hierarchy-alike (SDH-alike), which means that it is constant
regardless of the changes in traffic [4]. Even when there is no user traffic in the
network, there are still CPRI streams running between the BBU and the RRH. This
is a waste of bandwidth and leads to low utilization efficiency.

Second, with CPRI an RRH is in one-to-one correspondence with a BBU. The
relationship is configured offline. It may cause a concern in the context of C-
RAN. In C-RAN, the baseband units are centralized and virtualized in a pool.
Reliability becomes extremely important as each pool takes care of thousands of
users. Therefore for the sake of protection, it would be desirable if in C-RAN, one
RRH could be automatically switched to another BBU pool. Current CPRI however,
does not support such flexible and automatic re-mapping.

Finally, the CPRI bandwidth is dependent on the number of antennas. As the
number of antennas increases, the CPRI data rate increases in proportion. This could
become a major hindrance for CPRI’s applicability in 5G as far as multiple antenna
technologies are concerned.
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Based on the analysis above, it is believed that the CPRI interface that is
universally applied throughout the industry is primarily applicable to peer-to-peer
connections. Due to the disadvantages such as low transmission efficiency, poor
flexibility and poor scalability, and particularly due to the high cost of centralized
deployment, it is difficult for current FH interfaces to meet the evolving needs for
5G-oriented FH networking.

To increase the efficient use of network resources and better support the evolution
of wireless networks toward 5G systems, as well as to better support C-RAN-
centralized deployment, a new BBU-RRH interface is proposed in the following
sections.

3.3 Definition and Design Principles of NGFI

The motivation for designing a new FH interface is to facilitate C-RAN deployment,
to make it compatible with GPP platforms and to be scalable enough to support the
evolution to 5G.

The new FH is defined as the Next Generation Fronthaul Interface (NGFI)
between the BBU and the RRH with the following four features [6, 7]:

• Its data rate should be traffic-dependent and therefore support statistical multi-
plexing.

• The mapping between BBU and RRH should be of one-to-many correspondence
and flexible;

• It should be independent of the number of antennas.
• It should be packet-based, i.e. the FH data could be packetized and transported

via packet-switched networks.

With NGFI, several advantages are expected, including:

• The FH transmission efficiency could be improved. This is because NGFI is
traffic-aware. Therefore it could fully leverage the tidal effect of mobile networks
so that the FH data rate is variable with traffic change.

• With reduced average data rates, it could further reduce the pressure on FH
transport networks for the sake of C-RAN deployment.

• NGFI could support 5G antenna technologies well thanks to the antenna-
independent feature.

• The packet-based feature makes it possible to use Ethernet to transport FH data.
The benefits would be several-fold. First, the Ethernet interface is the most
common interface on standard IT servers and the use of Ethernet makes C-RAN
virtualization easier and cheaper. The operation and maintenance are therefore
straightforward. The Ethernet can fully make use of the dynamic nature of NGFI
to realize statistical multiplexing. The flexible routing capability could also be
used to realize multiple paths between the BBU pool and the RRH and to enable
FH resources sharing.
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The fundamental way to realize NGFI is to re-design the function partitioning
between the BBU and the RRH. Furthermore, the NGFI interface will have a great
impact on the design of the underlined transport networks for C-RAN deployment.

In the next section, the design and analysis of BBU-RRH function split as well
as the packet-switched FH networks will be introduced.

3.4 NGFI-Based C-RAN Architecture

NGFI requires the baseband (BB) function to split between the BBU and the RRH,
i.e. moving partial BB functions from the local BBU to the remote RRH. C-RAN
architecture evolved with NGFI. The NGFI-based C-RAN architecture is shown in
Fig. 2 which consists of the following components:

• Radio Aggregation Unit (RAU): The moved partial BB functions formed a new
entity which is called radio aggregation unit. RAU is a logical concept and its
realization depends on implementation solutions. For example, RAU could be
integrated to the RRH to form a new-type RRH. Alternatively, it could also be an
independent hardware entity.

• Remote Radio Systems (RRS): A RRS consists of an RAU and multiple RRHs.
It is expected that collaboration could happen among different RRHs via the
RAU within the same area coverage of a RRS. There could be multiple RRS in a
C-RAN network.

Fig. 2 NGFI-based C-RAN architecture
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• Radio Cloud Center (RCC): The remaining BB functions, together with high-
layer functionalities constitute a RCC. RCC is the place where all the processing
resources are pooled into a cloud with virtualization technology.

4 Analysis of RCC-RRS Function Split

Traditionally, the baseband-related functions are processed by the BBU while the
RRH processes radio frequency-related functions. It is this simple partitioning that
leads to the shortcomings of CPRI, as mentioned above. Therefore, the NGFI design
should start with a paradigm shift by rethinking and redesigning the function split
between the RCC and the RRS. Moreover, the function split between RCC and
RRS may be different for different scenarios. For example, generally the number of
the antennas of each radio head is 2 in indoor distributed systems, in which fewer
functions may be moved from RCC to RRS. On the contrary, for outdoor scenarios,
the number of the antennas of a massive MIMO radio head could be 128 or even
larger. In this case more functions need be moved from RCC to RRS to reduce the
FH bandwidth.

4.1 RCC-RRS Function Split Principles

Function split is the key way to achieve NGFI and different split options would
lead to different features for fronthaul interface. In this section the principles for
desirable function split schemes will be discussed.

4.1.1 Decoupling the FH Bandwidth from the Number of Antennas

The air interface bandwidth per carrier on 2G, TD-SCDMA and TD-LTE are
0.2 MHz, 1.6 MHz and 20 MHz, respectively. Correspondingly, FH transport
bandwidth per carrier is 30 Mbps, 400 Mbps and 10 Gb/s, respectively. At the same
time, FH is facing a bandwidth explosion, considering the rapid traffic growth in 5G
(potentially 1000� by 2020) and C-RAN-centralized deployment. Compared with
the air interface bandwidth, the existing FH interface transportation efficiency is
low. One of the most important reasons is that FH bandwidth is proportional to the
number of antennas. In order to increase transport efficiency, a RCC/RRS function
split principle should enable NGFI to decouple FH bandwidth from the number of
antennas.

Taking TD-LTE as an example, an 8-antenna TD-LTE carrier FH bandwidth is
10 Gb/s based on the current BBU/RRH function split. For a C-RAN baseband
pool with 100 TD-LTE carriers, the overall FH bandwidth would be as high as
1 Tb/s. If it is a 128-antenna LSAS system, a TD-LTE carrier FH bandwidth will
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increase to 160 Gb/s. Then the overall FH bandwidth of the C-RAN baseband
pool will increase to 16 Tb/s. Thus, the existing FH blocks the C-RAN centralized
deployment and is facing a big challenge with the increase of antenna numbers.
In order to reduce the bandwidth, one potential idea is to redesign the RCC/RRS
function split. In particular, in order to phase out the effect of antenna numbers, it is
proposed that antenna related functions should be moved from the RCC to the RRS.
For LTE, the antenna related functions include DL antenna mapping, FFT/iFFT,
channel estimation and equalization. It is shown that an LTE carrier FH bandwidth
may decrease in the order of 100 Mb/s no matter how many antennas are used.
Therefore, FH bandwidth will decrease significantly, if the RCC/RRS function split
can decouple non-antenna related processing and antenna related processing.

4.1.2 Decoupling Cell/UE Processing

Dynamic variation is a major feature of wireless traffic. The tidal wave effect
is obvious in many wireless deployment scenarios such as residential, office and
commercial districts. Moreover, the traffic load of most areas is usually in the valley
between late night and early morning. However, the current constant-rate FH does
not match the mobile traffic features, which results in a waste of resources.

In order to quantify wireless traffic features, a TD-LTE traffic investigation on
a commercial LTE network was done via network monitoring systems. There were
six base station sites in the investigation, each having at least three carriers. Two of
them are indoor distributed systems while the others are outdoor macro base station
sites. The investigation period was 7 days during which the traffic load was sampled
and collected by network monitoring systems every 15 min.

In Figs. 3 and 4, the DL and UL traffic load distribution of the above six base
station sites are shown. Site 1, 2, 3 and 4 are outdoor sites. Site 5 and 6 are indoor
sites. Based on the statistical data, several traffic load features were observed as
follows:

• The tidal wave effect is obvious in the test districts, where the traffic load is
almost zero for 12 h.

• Even when the site is at “peak” status the resource block (RB) usage is not high.
The duration of a site at peak status is short, usually not exceeding 30 min.

• The probability that different sites are simultaneously in peak status is almost
zero.

• When the site is at “valley” status the RB usage is low and the duration is long,
usually exceeding 2 h.

• Frequently, different sites are in valley status at the same time. Moreover, the
overlapping time is long among different sites.

• Most of time the traffic load stays at the average level, which is low.

Based on the above observations, it is clear that constant-rate FH transport does
not match the mobile traffic features, which results in a waste of re-sources. To
address this issue, it is first observed that the existing base band processing can be
divided into cell processing and user equipment (UE) processing. Cell processing
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Fig. 3 DL traffic load distribution

Fig. 4 UL traffic load distribution

is irrelevant to traffic load and is fixed no matter how many UEs are active. Some
examples of such processing units in LTE include inverse fast Fourier transform/fast
Fourier transform (iFFT/FFT), cyclic prefix (CP) addition/removal, cell-specific
reference signal/primary synchronization signal/secondary synchronization signal
(CRS/PSS/SSS) generation and physical broadcast channel (PBCH) processing.
It is therefore proposed to move these cell processing functions from the RCC to
the RRS, i.e., decoupling the cell and UE processing.

If cell processing is moved from the RCC to the RRS, the FH bandwidth will
be lower and load dependent. The load-dependent feature gives an opportunity to
exploit the statistical multiplexing gain when it comes to FH transport network
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design for C-RAN deployment. Although the peak throughput requirements for
radio resources are very high and rising with the evolution of RAN, the statistical
result of our commercial network shows that the duration of a site at peak status is
short, usually not exceeding 30 min. Moreover, the peak throughput occurrence time
is usually different among different sites. Therefore, every site can also reach peak
throughput under FH network statistic multiplexing model. In order to not decrease
the air interface performance, FH network statistic multiplexing must be designed
suitably according to the business model of different scenarios. Thanks to statistical
multiplexing, the bandwidth needed for transport of a number of FH links in C-RAN
could be reduced greatly and therefore the cost is diminished.

Cell/UE processing decoupling can further help reduce power consumption
and enhance the network reliability. This is because cell basic cover-age signal
processing is a kind of cell processing. Therefore, cell basic coverage will be
provided by the RRS if cell processing functions are moved from the RCC to
the RRS. On the one hand, RCC software can be switched to a dormant state
to save power when there is no active UE. On the other hand, RRS is able to
provide continuous air interface coverage, even when RCC breaks down. This way,
it provides sufficient time for RCC fault processing.

4.1.3 Focusing on High-Performance-Gain Collaborative Technologies

CoMP has been viewed as one of the important 5G technology candidates to
improve system performance, which can be divided into two classes: MAC layer
coordination and physical layer coordination. For example, collaborative scheduling
(CS) is one of the MAC layer coordinated mechanisms. Joint reception (JR) and
joint transmission (JT) are physical layer coordinated technologies. The design of
NGFI should take into account support for CoMP. The above two principles lead to
a low bandwidth and traffic dependent FH. In the meantime, some physical-layer-
coordinated technologies are difficult to implement in RCC since some collaborative
information has be processed and terminated by RRS. Therefore, it is proposed
that data exchange among RRS can be supported on FH network. However, data
exchange among RRS is not necessary because it is found that the performance
gain of JR/JT decreases significantly as the number of antennas increases [8].
Moreover, it is also found that MAC-level collaborative technologies can bring
comparable performance gains with lower complexity, easier implementation and
fewer constraints.

In order to verify this, a CoMP field trial was conducted in 2014 in which two
CoMP schemes including JT and CS were examined and compared. The testing
zone was a central business district including around 7000 active UEs, which is a
typical CoMP test scenario. It was covered by 35 base stations with different antenna
heights in which inter-cell interference is serious because of the high ratio of overlap
area.

Test results show that cell edge UE throughput increased by 127.45 %� 173.65 %
when the serving cell reference signal received power varied from �88 dBm to



444 Chih-Lin I et al.

Table 1 Utilization factor of
JT and CS

Network load JT/CoMP CS/CoMP CoMP/Total

20 % 20.04 % 79.96 % 42.02 %
50 % 18.09 % 81.91 % 34.43 %
70 % 20.89 % 79.11 % 54.33 %
100 % 24.89 % 75.11 % 47.31 %

�106 dBm. Table 1 shows the utilization factor of JT, CS and the CoMP application.
In Table 1, the “CoMP/Total” means the utilization factor of CoMP which is defined
as the ratio of the number of CoMP transmission time intervals (TTIs) to the total
number of test TTIs. Similarly, the “JT/CoMP” and “CS/CoMP” are defined as the
ratio of the number of JT and CS TTIs to that of CoMP TTIs, respectively.

From Table 1, it is found that the network load growth results in a small reduction
of CS usage. For example, when the network load increases to 100 %, the usage ratio
of CS is still around 75 %, similar to other cases. The usage of JT is only around
25 %, much lower than CS. It is therefore fair to say that most of the performance
gain is contributed by CS. Compared with JT, CS does not need complex matrix
computing. It is easier to implement CS with contemporary base station equipment.
On the contrary, JT performance is influenced by antenna calibration accuracy,
channel estimation accuracy and channel variation speed, all requiring high FH
bandwidth.

The test results demonstrated that MAC-level collaborative technologies could
mitigate most network interference. Therefore, RCC should focus on high perfor-
mance gain collaborative technologies rather than all the collaborative technologies.
This principle provides guidance on how to make a tradeoff between wireless and
FH performance.

4.2 Analysis and Comparison of LTE Function Split Solutions

As shown in Fig. 5, taking LTE as an example, potential function split solutions
for the RCC-RRS interface are discussed in this section. Baseband processing
functions can be divided into UE processing (related to traffic level) and cell
processing (unrelated to traffic level). The green blocks in the figure are traffic-
dependent UE processing modules, and the yellow blocks are traffic-independent
cell processing modules. The blue block, channel estimation and equalization, is
also UE processing. The complexity of channel estimation and equalization is
correlated with the number of receiving antennas.

In order to estimate the FH bandwidth demands of different RCC-RRS function
split solutions, the following assumptions are made:

1) Single 20 MHz LTE carrier
2) 2 antenna ports
3) 8 antennas
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Fig. 5 Potential RCC-RRS function split solutions in LTE

4) The highest modulation type of DL is 64 quadrature amplitude modulation
(QAM). The highest modulation type of UL is 16 QAM

5) Maximum number of users: 100

As shown in Table 2, “DL/UL” means DL/UL bandwidth requirement per
carrier which does not include synchronization data or Ethernet headers. In the
table, the bandwidth of solution 1, 2, 3, and 4 is the maximum bandwidth, and
the bandwidth of existing solution 5 is constant. Delay is shown not in the exact
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Table 2 Comparison of different split schemes

Solution 1 Solution 2 Solution 3 Solution 4 Solution 5

DL 174 Mb/s 179.2 Mb/s 125.2 Mb/s 498 Mb/s 9830.4 M b/s
UL 99 Mb/s 78.6 Mb/s 464.6 Mb/s 2689.2 Mb/s 9830.4 M b/s
Delay 1 ms 0.1 ms 0.1 ms 0.1 ms 0.1 ms

numerical value but in the order of magnitude. It is found that the FH bandwidth
requirement of solution 1 & 2 is approximately equal with that of backhaul. All the
function split solution 1, 2 and 3 meet the RCC-RRS function split principles, as
described in the previous subsections. Further research on each potential solution
is still needed to determine which function split solution is the most suitable for
NGFI.

Based on the analysis of the above potential solutions, NGFI is a compromise
solution that takes into account FH bandwidth, cost, delay, mobile traffic character-
istics, support for potential 5G technologies, upgrading and maintenance challenges,
support for cooperative algorithms and other factors. With the evolution of C-RAN,
NGFI also should be evolving to meet the FH requirements of next-generation
wireless technologies (e.g. 5G, 6G).

4.3 Impact of Function Split on the RRH Side

Compared with the traditional RRH, RCC-RRS function split increases the com-
plexity on the RRH side to some extent, mainly in terms of the following three
aspects:

• Partial baseband function processing is added on the RRH side.
• Clock synchronization modules are added to meet the time and frequency

synchronization requirements.
• The existing BBU-RRH peer-to-peer connection is expanded to multipoint-to-

multipoint connection. Therefore, RRS should be viewed as an independent
network element, and RRS management functions should be also added accord-
ingly.

Moreover, there are two ways to replace the partial baseband functions to be
moved from the BBU side. One is to integrate them into the RRH, leading to a
new type of RRH. The other is to add dedicated equipment to deal with the partial
baseband function processing, which could be co-located with the original RRH.
For the integrated RRH, adding partial baseband function processing will increase
the power dissipation, which brings some impact on the volume and weight. The
volume, weight, power dissipation and transmission power level of the RRH are
closely interrelated. According to the estimate of the current RRH cooling capacity,
at the upper limit of temperature, the heat volume is approximately 15 W/L.
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Compared with the existing RRH, the volume of the integrated RRH will increase
by 1 L for each additional 15 W of power consumption, at the same time with a
corresponding 1 kg weight increase. Currently, based on the commercial network
power dissipation test, it was shown that the power dissipation of the RRH is in
the order of 100 W and that of BBU is in the order of 10 W. Therefore, the power
dissipation of partial baseband processing should be in the order of 1 W. Preliminary
predictions are that adding partial baseband processing on the RRH side will only
bring a slight increase in power dissipation. However, the exact impact of the power
dissipation and cost needs to be evaluated quantitatively in more details in the future.

5 NGFI FH Network Design

The principle of NGFI points out that a desirable FH interface should be packet-
based, which makes it easily transmitted by packet-switched networks, especially
Ethernet. This could make full use of the advantages of Ethernet to achieve multi-
point to multi-point connection, statistical multiplexing, and flexible routing. In the
meantime, the adoption of Ethernet also brings new challenges. In this section, such
challenges will be analyzed and potential solutions will be given based on wireless
data packetization.

5.1 Wireless Data Packetization

Wireless data packetization refers to using Ethernet packets to transmit wireless data
between the RCC and the RRS. Compared with time-division-multiplexing (TDM)
packaging in traditional CPRI interface, data packetization could provide greater
flexibility and scalability, meet the need for high-layer wireless data transmission,
be capable of identifying user traffic and achieve efficient transmission of wireless
user loads and related control loads in packet-switched networks. To meet the high
requirements of wireless data transmission and retain the advantages of packetiza-
tion, achieving packetized transmission based on wireless data characteristics is one
of the problems that must be considered in realizing NGFI interfaces in the transport
field.

Given that wireless payloads are very sensitive to synchronization, jitter and
delay, it may be necessary to introduce specific packet headers to deliver in-
band control information such as timestamps or sequential numbers to facilitate
coordination between the receiving and transmitting ends. The process, i.e. intro-
duction of packet headers into wireless loads is called encapsulation. Encapsulation
could be “structure aware” or “structure agnostic”. The design of encapsulation
should take into account several factors such as the application scenarios, overheads
and other requirements. In addition, synchronization technologies necessary for
wireless data transportation are another research focus. The encapsulation process
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could be irrelevant to either the baseband function split schemes or the specific
radio technologies in order to have better forward compatibility and technological
neutrality.

Packetized wireless payloads should be transparent with respect to the transporta-
tion networks and could be carried by different transmission technologies, including
Ethernet, Multiprotocol Label Switching-Transport Profile (MPLS-TP), IP routing
and L2/L3 MPLS switching. Different transportation technologies carry the wireless
payloads in different ways based on their own characteristics and capabilities. At the
same time, to distinguish such loads from other existing protocol or packet types,
it may be necessary to introduce new encapsulation or protocol identifiers for the
wireless loads. Different transportation technologies vary in terms of the carrying
and forwarding efficiency, network/traffic scalability and adaptability, operation and
maintenance management capabilities and ecosystem. Appropriate choices should
be made based on the overall strategy of the transmission networks, together with
the technical characteristics of each transmission technology.

In Fig. 6, an example of FH topology of a C-RAN system is shown. In the
example function split between the RCC and the RRS is not considered. Therefore
the RCC is the same as BBU pool while the RRS is the same as the RRH. As shown
in the figure, all the RRHs are connected to a BBU pool through a ring Ethernet
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Fig. 6 A FH topology example and illustrative Ethernet packet format to support NGFI
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network. There are multiple routes between BBU and RRH to help to enhance
network reliability. When one of routes fails, FH packets can be transported through
another route.

FH DL data is encapsulated with Ethernet headers in the BBU and de-
encapsulated from Ethernet packets in the RRH and vice versa for UL. In Fig. 6, the
structure of an NGFI-supporting Ethernet packet is proposed. It includes traditional
Ethernet header, NGFI header and payload. Source Media Access Control (MAC)
address, destination MAC address and packet type are fill in the traditional Ethernet
header. The packet type here is the NGFI type which is new to distinguish NGFI
packets from other packets. The NGFI header consists of NGFI packet sub-type,
packet length and reserved field for protocol extension. There could be at least two
NGFI packet sub-types. One is for wireless data while the other is for control &
management data. For control and management type, it may include link delay test,
link status monitoring, RRH configuration and RRH status reporting.

5.2 Main Challenges of NGFI Transmission

5.2.1 NGFI Synchronization Issues and Potential Solutions

TDM systems require strict synchronization which includes two aspects—frequency
and time (or phase). For Time Division-Synchronous Code Division Multiple
Access (TD-SDMA) and TD-LTE, the accuracy of frequency synchronization
should be in the range of ˙0.05 ppm while the accuracy of time synchronization
should be in the range of˙1.5 �s [9].

In CPRI three types of data including wireless protocol data, synchronization
data and control & management data are packaged together and transmitted in TDM
mode. Upon receiving the CPRI frames, the Clock and Data Recovery (CDR) circuit
of the RRH can extract frequency information to achieve frequency synchronization.
Meanwhile, CPRI transport time is nearly constant and can be measured by the
BBU. Based on the measurement, timing between the BBU and RRH can be
configured in advance. With timing information extracted from CPRI frames, time
synchronization at the RRH could be achieved.

For Ethernet-based NGFI, contrary to CPRI, the transportation time of FH
data is no longer constant due to the packet-switched nature of Ethernet. As a
result, frequency and time synchronization between the RCC and the RRS becomes
potentially difficult.

The potential NGFI synchronization scheme includes the introduction of Global
Position System (GPS) or the BeiDou system on the RAU side or synchronization
via FH networks. If the synchronization scheme adopts GPS or the BeiDou system
on the RAU side as the synchronization source, the impact of the NGFI will be
relatively small. If it adopts clock synchronization from the FH network, it is
necessary to carefully consider the requirements of the synchronization clock with
respect to the FH network. Synchronization accuracy is related to the scale of the
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FH network and performance of the transmission equipment. Synchronous Ethernet
(Sync-E) and 1588v2 are potential mechanisms to achieve synchronization by FH
networks.

Sync-E could be a promising solution in NGFI to achieve frequency synchroniza-
tion. In fact, traditional backhaul network have already adopted Sync-E technology
to achieve frequency synchronization. In LTE, the macro station frequency syn-
chronization index is defined as 0.05 ppm to meet the frequency synchronization
error requirements of wireless air interfaces. The working principle of SYNC-E is
similar with CPRI as both of them use an 8B/10B encoder in the physical layer.
The performance of Sync-E could be found in ITU-T G.8262 [10]. In this reference
document, it is shown that under free-running conditions, the EEC output frequency
accuracy should not be greater than 4.6 ppm with regard to a reference traceable
to a clock define in ITU-T G.811 [11]. What’s more, the document of G.811
shows if the slave clock has tracked the Primary Reference Clock (PRC), then the
maximum allowable fractional frequency offset for observation times greater than
one week is 1 part in 1011, over all applicable operational conditions. Based on these
observations, Sync-E can meet demands for frequency synchronization. Therefore,
in the NGFI environment, RRSs can acquire frequency synchronization via Sync-E
solution in the FH network.

As for the time synchronization, backhaul network with traditional BBUs must
fulfill the need for air interface synchronization of the Time-Division-Duplex
(TDD) system. According to the 3GPP definition, air interface accuracy should
be within ˙1.5 �s. To achieve time synchronization, a potential solution is to use
1588v2 which is a high-accuracy time synchronization protocol based on packetized
networks. To implement 1588v2, 1588v2 modules should be added in both the
RAU and the RRS. The performance of 1588v2 could be found in the document of
G.8273.2 [12], which states that the maximum absolute time error for the clock of
class A is 100 ns and for T-TSC Class B is 70 ns. So the accuracy requirement
of time synchronization for ˙1.5 �s can be achieved with 1588v2. In fact, the
performance of 1588v2 has been verified in China Mobile’s commercial networks.
Considering the additional accuracy loss by BBU data processing, China Mobile
even requires much stricter time synchronization accuracy requirement which is
that the time error introduced by Packet Transport Network (PTN) equipment after
30 hops cannot exceed 1 �s [13].

However, when it comes to the time synchronization in the FH network, there are
two major issues needed to be solved. The first issue is time hopping. When the RRS
obtains time offset information from 1588v2, it needs to compensate this offset. The
usual way is to adjust this offset directly, but it brings a vertical step change, which
is called time hopping. Time hopping can result in discontinuous transmission in the
RRS, which is intolerable for mobile communication. One potential solution is to
use frequency-adjustable oscillators to calibrate time in RRS, which can adjust the
oscillator frequency gradually to ensure continuous time variation.

Another issue is that cooperative technologies on the PHY level in LTE require
higher demands on the time synchronization. For example, for CoMP, synchroniza-
tion errors between different antennas of different RRH (RRH in the same site



5G RAN Architecture: C-RAN with NGFI 451

or RRH in different sites) must be less than 130 ns in order to support DL joint
delivery functionality between multiple RRHs [14]. This imposes a big challenge
for Ethernet-based NGFI even when 1588v2 is leveraged. It cannot be achieved
by 1588v2 currently. Therefore, more efforts are needed to figure out how to meet
the stricter time synchronization requirement such as considering GPS solutions on
the BBU, improving the accuracy of timestamps, increasing clock frequency and
optimizing the deviation-adjusting algorithms.

5.2.2 NGFI Transmission Jitter Issues and Potential Solutions

NGFI interface transmission jitter is defined as the fluctuation in the time taken for
data to be transmitted from the RCC network interface to the RRS network interface.
Transmission jitter is mainly reflected in two aspects. First, the wireless equipment
on both sides needs to implement data caching to compensate for jitter. The greater
the jitter is, the bigger the data buffer and the more complex the equipment will be.
Second, the baseband’s actual processing time sequence must be designed according
to the latest data arrival time. The greater the jitter is, the shorter the available
baseband processing time will be.

In CPRI, jitter is negligible while it is common and unavoidable in Ethernet-
based NGFI since all the packets are processed in every network node based on
the store-and-forward pattern and the presence of transit nodes further increases
traffic message jitter, which leads to transportation latency fluctuation. To guarantee
wireless performance, transmission devices must be carefully designed or optimized
to reduce the jitter and meet the jitter requirements of the NGFI. For example, an
appropriate circular buffering may be needed in RRS. On the one hand, data packets
can be sorted in order. On the other hand, data is continuously sent to air interface
because transportation jitter can be isolated by the buffer.

5.2.3 NGFI Transport Delay Issues and Potential Solutions

NGFI interface RCC-RRS data transmission delay in NGFI is defined as the total
time required for transmission and switching of data from RCC network interfaces
to RRS network interfaces. Compared with traditional CPRI interfaces, new NGFI
interfaces will create additional delay losses, mainly due to the additional switching
delay in the switched networks. Taking China mobile’s current PTN as an example,
for PTN equipment, the processing time of one hop is 50 �s. A typical PTN ring
consists of 6 nodes (hops) and has 20 km length. The transmission time of fiber for
20 km is 100 �s. In the case of 6 hops, the total delay is 100C 50*6D 400 �s
[13]. The maximum transportation delay is another big factor which influences
FH transportation performance. This is because that current LTE protocols require
the strict interaction time of HARQ on both the UE side and the system side. It
is specified by 3GPP that in LTE when the RRH receives a frame from UE, it
must respond by transmitting the responding DL frame within 3 ms. The 3 ms
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time budget is consumed by the BBU processing, the RRH processing and FH
transportation which includes the transmission latency on fiber and processing
latency by FH nodes. The more time that the BBU and RRH processing occupy, the
lower the allocable budget for FH transportation. Therefore, if RCC-RRS functional
partitioning points are placed within the HARQ process, this will influence both
data transmission delay and data processing delay. If the transmission delay is
extended, it will then be necessary to shorten the processing delay, which will
place higher demands on RCC chip processing capacity. If RCC-RRS functional
partitioning points are placed outside the HARQ process, there will be too many
functions preceding the remote location, which will affect multi-carrier cooperative
performance. Therefore, transmission delay is a key factor in NGFI design. And the
maximum allowable transport delay for FH networks requires co-design from both
wireless and transportation perspectives.

6 NGFI PoC

A Proof-of-Concept (PoC) was developed in order to verify the NGFI concept and
the feasibility, as shown in the Fig. 7. In this demo packet-based FH networks are
targeted, i.e. Ethernet FH networks. The verification of RCC-RRS function split
schemes are not carried out here. In this demo two specific Field Programmable
Gate Array (FPGA) cards were developed on the BBU and the RRH respectively,
which are used to transform Ethernet packets to and from CPRI frames. Taking the
DL transmission as an example, the FPGA board on the BBU side encapsulates the
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baseband frames into Ethernet packets, and then transmits them to the FH networks.
As for the NGFI networks, it consists of three Ethernet switches connected directly.
All of them support 1588v2 and Sync-E mechanisms to provide the necessary time
and frequency synchronization information between the BBU and the RRH.

In this demo, a synchronization tester was used with a GPS signal as the source
input for timing. Next, the time and frequency information is injected to the Ethernet
FH networks by a switch device, which served as the master time and frequency
server for the NGFI networks. On the RRH site, the FPGA card can recover the
time and frequency information and use this to extract and assemble the CPRI
frames from the Ethernet packets. In addition, the FPGA card could feed the time
and frequency information back to the tester to calculate the difference.

To evaluate the synchronization performance, the Maximum Time Interval
Error (MTIE) which is a key indicator for time and frequency synchronization
performance, was tested. It was found that the MTIE for time synchronization in this
demo is around 15 ns through 3 hops. The frequency deviation is around 0.01 ppb,
much lower than the CPRI requirement of 2 ppb. From the results, it can be seen that
the Ethernet-based FH networks with specific design could meet the synchronization
requirements of CPRI cases.

The Error Vector Magnitude (EVM) which is a key parameter to indicate the
wireless performance was also tested. For comparison, a distributed BS with CPRI
connection was set up, as shown in Fig. 8. E-UTRA Test Model (ETM) is used
to test the wireless performance. The results are shown in Table 3. It is found that
the EVM of this PoC is only slightly higher than that of traditional systems. For
example, with ETM2 (64QAM) configuration, the EVM of the NGFI demo was
1.17 %, a bit higher than that of CPRI-based distributed BS which was 1.07 %. Both
of them meet 3GPP requirements. Therefore, it could be concluded that the adoption
of packet-based FH networks has no impact on wireless system performance. The
feasibility of the NGFI concept was thus initially verified.

Radio
Head

BaseBa
nd

Op�cal Fiber

CPRI

Control
Terminal

Fig. 8 Distributed BS with direct CPRI connection
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Table 3 Wireless performance in terms of ETM

Traditional BS with CPRI NGFI with 3 hops 3GPP requirement

ETM2 (64QAM) 1.07 % 1.17 % 9 %
ETM3.1 (64QAM) 2.13 % 2.19 % 9 %
ETM3.2 (16QAM) 3.14 % 3.21 % 13.5 %
ETM3.2 (QPSK) 4.50 % 4.79 % 18.5 %

7 Conclusions

C-RAN has been viewed as an essential technology for 5G. In this chapter, first
the basic concepts, features, benefits and challenges of C-RAN are briefly recalled.
One of the major challenges for C-RAN lies on the fronthaul transportation.
To address the challenge, a new FH interface called Next Generation Fronthaul
Interface is proposed. The proposal of NGFI aims to address the shortcomings
of traditional FH interfaces such as low transmission efficiency, poor scalability
and ultimately to facilitate large-scale deployment of C-RAN and to support
other 5G technologies. The design principles are described and the major impact,
challenges and potential solutions on FH transport networks are analyzed. NGFI
requires re-design of the BBU-RRH function split and packetization of FH data. By
decoupling the FH bandwidth from the antenna number, NGFI can better support
large antenna technologies. In addition, the cell-processing functions should be
decoupled from the UE-processing functions to make NGFI traffic-aware, which can
enable exploiting the statistical multiplexing gain to improve efficiency and further
reduce power consumption. It is also suggested that the function split schemes
for DL and UL could be different to improve the flexibility and efficiency. The
use of Ethernet for NGFI transmission brings the benefits of improved reliability
and flexibility due to the packet-switching nature of Ethernet. While Sync-E and
1588v2 could be introduced to address the time and frequency synchronization
issues, they still need careful design in order to support collaborative technologies.
In the meantime, jitter and latency remain the other key difficulties to overcome
to finally realize NGFI. Finally a PoC was introduced with the conclusion that the
feasibility of adopting Ethernet as FH networks was initially verified.

In addition to the challenges analyzed in this chapter, in the future there remains
a lot of work to do to deeply understand NGFI. For example, the control, data
and management channels that are transported via NGFI should be analyzed and
carefully designed to make NGFI a better fit in different 5G architectures. In
addition, the coexistence of NGFI data and other traffic on the same FH networks
needs further examination.
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User-Centric Wireless Network for 5G

Yunlu Liu and Guangyi Liu

Abstract In order to better meet the future requirements of mobile Internet and
Internet of Things, to fulfill multiple user experience requirements, such as low
latency, high data rate, high reliability, low energy consumption, is taken as a key
goal of 5G system. Therefore, flatter network architecture, flexible functionality and
topology, smart user and traffic awareness, high efficient network operation with
lower cost, etc. to facilitate the user-centric wireless network becomes the elements
of 5G eco-system access part design.

1 Introduction

In order to better meet the future requirements of mobile Internet and Internet of
Things, efficiency and agility are crucial to 5G. Specifically, Mobile Internet is to
provide advanced user experience, such as Augmented Reality, Virtual Reality, ultra
high definition video, mobile cloud. The requirements of Mobile Internet include
Gbit data rate, ms-level delay, ultra-high traffic density, ultra-high connection
density, and user experience guarantee in the high mobility scenarios, such as
high speed train, express way. While Internet of Things broadens the objective
of mobile communication from people and people to things and things, such as
mobile hospital, vehicle to vehicle communication, smart home, industry control.
The requirements of Internet of Things include high volume connections, ultra-low
delay, low cost, etc.

Based on the study of 5G requirements, the gap analysis between LTE technology
and 5G requirements is studied as shown in Table 1. Here we list the most related
requirements to wireless network design, i.e., challenging scenarios including
connectivity density, ultra-high volume density, diverse services referring to huge
difference between the requirements, “0” latency and QoE (Quality of Experience),
easy operation including diverse deployment scenarios and low cost.

Connectivity density may be fulfilled by Long Term Evolution (LTE) via massive
machine type communication (MTC) technology, as well as increasing the number
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Table 1 Gap analysis and 5G guidelines

Challenges Requirements LTE capabilities 5G Guidelines

Challenging
scenarios

Connectivity
density (one
million con-
nections/km2)

Might be fulfilled, but
not economic

Cost-efficient
operation

Ultra high
volume density
(tens of
Tbps/km2)

No core network
becomes a bottleneck

Flatter architecture
and cost-efficient
operation

Diverse
services

Huge
difference
between the
requirements

No similar processing Flexible topology and
smart RAN

“0” latency No long routing path
through core network

Flatter architecture

QoEC No blind access
network

Smart RAN

Easy operation Diverse
deployment
scenarios

No lack of flexibility of
network topology

Flexible topology

Lower cost
(USD/bit)

Need to be improved Cost-efficient
operation

of base stations supported by the technologies such as inter cell interference
coordination (ICIC) and coordinated multi-point transmission (CoMP) to improve
performance [1, 2]. However, due to the limitation of LTE architecture and air
interface design, it is inefficient to realize one million connections/km2 requirement
in LTE. Thus, the cost-efficient operation is needed.

ICIC and CoMP technologies can help enhance volume density to some extent,
while it is hard for the tens of Tbps/km2 volume density 5G requirement. Besides,
under the 4th generation network (4G) architecture, all data transferred through the
core network, which makes core network a bottleneck to fulfill ultra high volume
density requirement. It is possible to be solved by new flatter architecture design
and cost-efficient operation.

There are different 5G requirements, which are hardly to be fulfilled by unified
procedure as in 4G, e.g., low latency vs. high reliability, enhanced mobile broadband
(eMBB) vs. massive MTC. In this circumstance, smart Radio Access Network
(RAN) is required to provide traffic awareness and distinction to improve the
user experience, which cannot be well provided in LTE RAN. Flexible topology
supports self-adaptive topology and functionality to fulfill diverse requirements.
Flatter architecture can facilitate ms-level latency.

Due to the fixed network topology, it is hard to realize diverse deployment
scenarios. Moreover, the low cost is always one of the most important requirements
of communication systems. Therefore, flexible topology and cost-efficient operation
are important elements of 5G design.
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Therefore, the flatter network architecture, flexible functionality and topology,
smart user and traffic awareness, and highly efficient low cost network operation are
expected to be key elements of user-centric 5G access network design.

In this chapter, several potential technologies are addressed in order to fulfill the
requirements as analyzed above.

User centric 5G access network architecture design: a flatter network architec-
ture, with some functions and entities shifted down to RAN side, can help meet the
“0” latency requirement.

Flexible functionality and deployment: to match diverse scenarios in 5G, it
is necessary to provide flexible access point deployment and functionality. It
may include supporting diverse access points, plug and play access points, and
functionality slicing, among other things.

Smart user and traffic awareness and management: to better meet diverse user
requirements of the mobile Internet, the 5G system needs to adapt services and
user requirements based on user behavior awareness, such as multi-dimension QCI
design, personalized local content provisioning, user behavior awareness.

High efficient low cost network operation: in addition to a higher data rate
and lower delay, the operation cost efficiency requires flexible and self-organized
operations.

2 User Centric 5G Access Network Architecture Design

To improve end-to-end (E2E) delay and user experience, the architecture is consid-
ered to be much flatter than the earlier systems such as LTE, where some functions
are to be shifted down to RAN side, such as multi-RAT coordination, service
awareness, localized caching, data processing and forwarding. It helps shorten
the traffic path, provide customized service and flexible core-agnostic multi-RAT
access.

Besides, flexible spectrum deployment and multi-connectivity have to be taken
into architecture design account, to fully use broad range of spectrum, support
flexible ultra-dense deployment, and ultimately bring high throughput.

Figure 1 shows the E2E 5G architecture proposed in [3]. It comprises three layers
including the infrastructure resource layer, the business enablement layer and the
business application layer, an E2E management, as well as an orchestration entity.

The infrastructure resource layer consists of the physical resources of a fixed-
mobile converged network, comprising 5G devices (in the form of (smart) phones,
wearable devices, machine type modules and others), access nodes, cloud nodes
for processing and storing resources [4, 5], networking nodes and associated links.
5G devices may have multiple configurable capabilities and act as a relay/hub
or a computing/storage resource, depending on the context [6, 7]. Hence, 5G
devices are also considered as part of the configurable infrastructure resource.
The resources are exposed not only to higher layers but also to the end-to-end
management and orchestration entity through relevant access points. Performance
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Fig. 1 5G Architecture [3]

and status monitoring as well as configurations are intrinsic part of such an
access point. The business enablement layer is a library of all functions required
within a converged network in the form of modular architecture building blocks.
It includes functions realized by software modules that can be retrieved from the
repository to the desired location, and a set of configuration parameters for certain
parts of the network, e.g., radio access. The functions and capabilities are called
upon request by the orchestration entity, through relevant access point. For certain
functions, multiple variants might exist, e.g., different implementations of the same
functionality which have different performance or characteristics. The different
levels of performance and capabilities offered could be utilized to differentiate the
network functionality much more than in today’s networks (e.g., to offer as mobility
function nomadic mobility, vehicular mobility, or aviation mobility, depending on
specific needs). The business application layer contains specific applications and
services of the operator, enterprise, verticals or third parties that utilize the 5G
network. The interface to the end-to-end management and orchestration entity
allows, for example, to build dedicated network slices for an application, or to map
an application to existing network slices [3].

Based on the E2E architecture design, a paradigm of 5G access network is
shown in Fig. 2. In the architecture, one logical module called “General Network
Controller” is introduced to fulfill localized control function. The module works
together with “Radio data centric” model as a black box to provide unified core-
agnostic multi-RAT and diverse access style, and the shifted down functions.
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Fig. 2 A paradigm of 5G access network

• Signaling and data decoupling
To meet 5G “0” latency requirement, the traffic path is needed to be shorten.
While from the point of control plane, it is better to keep a relative high anchor
for seamless mobility compared to data plane. It is hard to meet both data and
control plane requirements. Therefore, control and data plane decoupling is used
to tackle this issue. A method to support control and data plane decoupling is to
provide Macro signaling access point and data access point, i.e.,

– Macro signaling access point
The macro signaling access point is responsible for initial access and system
information for data access point.

– Data access point
Data access point is activated as required. The transmission efficiency can be
supported by several technologies such as: massive MIMO, beam forming,
positioning.

Usually, there are two evolutionary ways from LTE to 5G, i.e.,
Option 1: At the first stage, signaling access point is upgraded from eNB,

data access point is from 5G as shown in Fig. 2. Then, 5G system can work
standalone at the second stage„ which means both signaling and data access
points are based on 5G.

Option 2: 5G system is standalone without co-existence with LTE.
Although the technical routine may be different of the two ways, the

objective of 5G design is kept the same, i.e., a flatter, flexible and user centric
system.
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Fig. 3 An example of Multi-RIT access networks

• Data plane functionality decentralization
To meet the low latency and diverse 5G requirements, some data plane func-
tionalities are to be put on the edge of the network to facilitate local break-
out/switch/data provision.

• Multi-RIT (Radio Interface Technology) access
In 5G, it is necessary to provide multiple RITs to support diverse application
requirements. An example is shown in Fig. 3. The evolution RIT in low
frequency bands, innovation RIT in low frequency bands, innovation RIT in high
frequency bands, RIT for mMTC (massive machine type communication), and
RIT for uMTC (ultra-reliable machine type communication) should be provided.
Evolution RIT in low frequency bands and innovation RIT in low frequency
bands are to support wide-range coverage. Innovation RIT in high frequency
bands, RIT for mMTC is to support hot spot scenario. Massive connectivity is
supported by RIT for mMTC. Moreover, RIT for uMTC provides low latency
and high reliability access. Although multiple RITs are necessary to meet diverse
requirements, unified access system via software defined air interface is to be
supported to decrease system/UE (User Equipment) complexity and enhance user
experience.
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3 Flexible Functionality and Deployment

Network/device functions and RAT configuration have to be tailored for each use
case, leveraging the Network Function Virtualization (NFV) and Software Defined
Network (SDN) concepts. Thus, the network should support flexible composition of
network functions, as well as, their flexible allocation and location. The network
functions need to be scalable so that capacity is provided when and where
needed. Even when particular functions or nodes become unavailable, e.g., due to
disaster events, the system should support graceful degradation instead of service
interruption. To improve such robustness, the state information should be split from
functions and nodes so that contexts could be easily relocated and restored even
in failure events. 5G aims to virtualize as many functions as possible, including
the radio baseband processing. Although some functions may still run on non-
virtualized platforms, e.g., to meet state-of-the-art performance targets, they should
be programmable and configurable using C-plane functions according to Software
Defined Network (SDN) principles [8].

3.1 Flexible Deployment

As shown in Fig. 4, diverse low cost access points are to be supported in 5G. Based
on the classification according to functionality, there are coverage access point and
hotspot access point. The functionality of coverage access point is to guarantee the
basic coverage and uniform access. It can be the anchor of mobility and also the
signaling access point due to the relative larger coverage.

Hotspot access point is to fulfill the high throughput requirements in certain area.
It needs to be plug and in equipment deployed in hotspot areas as required.

According to level support of protocol stack, there are full stack access point and
semi-stack access point.

The former includes PHY, MAC, RLC, PDCP and RRC for control plane or IP
for user plane. The latter inherits the protocol stack of eNB (evolved Node Base-
station) in LTE to provide complete protocol treatment including IP, PDCP, RLC,
MAC and PHY.

Semi-stack access point is proposed to simplify the design of access point and
reduce cost. It is expected to be low cost and easy deployed.

3.2 Flexible Functionality

Software and hardware decoupling of network equipment is the fundamental
of flexible functionality. Thus, diverse network functionalities can be flexibly
implemented as required. In this circumstance, the network provides multiple
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Fig. 4 A paradigm of flexible network deployment

functionality modules to fulfill diverse requirements. A group of functionalities
to meet certain requirements constitute a slice. Figure 5 presents an example,
which has three different slices, i.e., eMBB (enhanced mobile broadband) slice
for mobile Internet service, mMTC slice for massive machine type access, uMTC
slice for traffic with low latency and high reliability requirement. The functionality
modules for different slices may be different. As shown in Fig. 5, eMBB slice
may use content and service module implemented at RAN side for content
awareness/analysis/local caching for hot content, and forwarding function module
at RAN side for local breakout for low latency service. For example, the regional
user and service requirements are analyzed via big data algorithms with user and
traffic information. Then, the corresponding network functionality module can be
deployed according to the analysis e.g., to deploy Multimedia Broadcast Multicast
Service (MBMS) functionality module in areas with the broadcasting requirement,
to deploy device to device (D2D) functionality module in areas with the group
communication requirement, and to deploy safety functionality module in areas with
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Fig. 5 A paradigm of network slicing

the high requirement of security. mMTC slice can use content and service module
implemented at core network side for data processing, and forwarding function
module at core network side for latency insensitive traffic. uMTC slice directly uses
forwarding function module at RAN side for local breakout to meet low latency
requirement.

Regarding the control plane, all slices go through the uniform resource manage-
ment module to provide unified radio access regardless of air interface technology.

3.3 Local Breakout

As described in the flexible functionality section above, the traffic can be transmitted
by a short path via local breakout in order to meet the low latency requirement.
Figure 6 shows the architecture of local breakout. The data can be directly steered
to local network or Internet on the edge. Signaling traffic can continue to traverse
the mobile operator network. It can not only shorten the transmission time, but also
release the traffic pressure at the core network. There are several potential solutions,
e.g., LIPA (Local IP Access) and SIPTO (Selected IP Traffic Offload) are proposed
in 3GPP [9]. The main idea of LIPA is to access local network through local gateway
(L-GW). SIPTO is to steer part of the traffic to Internet directly through L-GW.
There are usually two deployment manners, i.e., collocated L-GW which may have
mobility issue among base stations, and non-collocated L-GW with mobility issue
among L-GWs, each of which covers several base stations. There are still several
open issues before commercial ready, such as the mobility issue described above, as
well as UE and core network complexity. Therefore, studies on local breakout are
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Fig. 6 A paradigm of local breakout

not limited to this and go on broadly. No matter which solutions are to be put to use,
local breakout is an inevitable branch of user-centric 5G network.

4 Smart User and Traffic Awareness and Management

Smart user and traffic awareness and management, together with user-centric 5G
access network architecture and flexible deployment and functionality provide the
foundation of user centric network.

4.1 Multi-Dimension QCI [QoS (Quality of Service) Class
Indicator] Design

QCI is introduced in LTE to meet the requirements of diverse traffic. Radio access
network schedules and allocates wireless resource according to the indication from
the core network via QCI. As shown in Fig. 7, the QoS management in LTE is a
hierarchical E2E system, which can be divided into two parts, i.e., EPS bearer traffic
and outer bearer traffic. The traffic of the same bearer has the same QoS guarantee.

There are several reasons that it can also not fulfill the requirements of diverse
user and traffic addressed above.

1. There are only nine kinds of QCI in current standardization. It is not enough for
much more diverse traffic requirements of 5G network.

2. The current Access network is “blind”, and knows nothing about users and
traffic. The strategy of wireless resource schedule and allocation is from the
QCI indication of the core network. It is relatively complicate and inefficient.
5G wireless network should have the capability of awareness and adaptation of
the user and the traffic.

3. The difference of user requirements and behavior is not taken into consideration
of network design before 5G. To better meet the diverse user requirements and
improve user experience, the user requirements and behavior, e.g., daily mobility
track, preferred traffic content, have to be considered in 5G network design.
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4. The consistency of user experience is an important requirement of 5G network,
especially for dense or high speed scenarios, such as stadium, high speed railway.

To better meet the requirements of diverse traffic in 5G network, new QoS
guarantee mechanism is to be designed. A paradigm of new QoS guarantee
mechanism is addressed in this chapter.

The mechanism is designed based on hierarchical bit-mapping. The information
includes service provider, access point name, traffic type, QoS requirements, and so
on. Let us take 32 bits QoS parameter as an example. As shown in Fig. 8, the first 8
bits represents service provider, the consequent 8 bits are used for application name,
the next 8 bits is for traffic type, and the last 8 bits indicates QoS parameter. The
information is helpful for wireless resource scheduling and allocation.
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4.2 Personalized Local Content Provisioning

Personalized local content provisioning is an important target for the user-centric
5G network. It includes user and service awareness at the RAN side, local caching
and management.

The access network used to be user and service agnostic, which is a “blind pipe”
connecting the user to the core network. In order to meet 5G requirements such as
low latency and user-centric requirements, the access network needs to be user and
service aware. It may help facilitate local content provisioning. Big data analytics
can predict user requirements with mining the data from the network [10–14]. Then,
the requirements are checked locally if they can be met via local content.

Local caching and management are the basis to fulfill local content provisioning
via monitoring and analyzes of source traffic, providing a local copy. It can reduce
E2E latency and enhance user experience.

• User and traffic information acquisition
The first step is to collect traffic attribute via packet analysis, which may include
the application type (FTP, HTTP, etc.), server address, port number, traffic
content, etc. Then, this data is analyzed comprehensively via clustering algorithm
to label the traffic, e.g., as sports news, entertainment video, or romance/action
movie.

• User requirement analysis and prediction
The big data analysis algorithm, especially recommendation algorithms can
recommend contents that the user may be interested in by considering traffic
labels, user attributes, terminal types, etc.

• Local caching and content management
The popular content is to be copied locally, as in the case of a downloaded movie,
or to be downloaded from the application server and cached locally, as in the
case of sports news, by matching the traffic labels with the content users may be
interested in.

• Content provisioning
When the user initiates an application request, the system will check whether the
corresponding content is already locally cached and thus can be sent directly. On
the other hand, according to the content recommendation via big data analysis,
the system can check if it is cached locally and push to the user directly.

4.3 User Behavior Awareness

Wireless resources need to be optimized according to user and service requirements
in 5G to improve efficiency and the user experience.

It is found that a 93 % potential predictability in user mobility (route and time)
across the whole user base by studying the mobility patterns of anonymized mobile
phone users [15]. As shown in Fig. 9, some passengers often get on the train
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Fig. 9 A paradigm of user behavior awareness

at a certain station via subway or high-speed rail, and get off at another station.
The motion trajectory can be predicted via big data analysis to pre-configure the
network.

The access points can record the historical access point list of each user, and
directly upload it to a central processing module or to a target access point when the
serving access point is changed. Then, the collected user motion data is analyzed to
predict the motion trajectory via the big data algorithms. As shown in Fig. 9, when
access point 1 (Cell 1) get the predication that the user motion trajectory is from
Cell 1 to Cell n via Cell 2, 3, and n-1, it will send the configuration of Cell 2, 3, : : : .,
n to the corresponding terminal to facilitate pre-configuration of these cells.

5 High Efficiency Network Operation

Operation efficiency is an important requirement in 5G network design.
Self operation network (SON) techniques have been studied in LTE, including
PCI optimization, self-configuration of neighbor cell, minimization of drive test
(MDT), mobile load balancing, energy saving, etc. However, there is no mature
technique to let the SON work well in practical systems so far due to the limitation
of LTE network architecture. Therefore, SON should be taken into consideration at
the stage of 5G network design.

The high efficiency network operation system includes traffic sensing, user
capability sensing, centralized and personalized functionality management and
distribution, unified wireless platform, among other modules.

The system is divided into two parts, i.e., the decision making domain and the
implementation domain. The decision making domain is mainly responsible for the
collection and management of user information, as well as service and terminal
state, network upgrade, selection, configuration and unified management, etc. The
implementation domain is responsible for the user, terminal and network status
reporting, network configuration and dynamic deployment, etc.

Figure 10 shows a paradigm of big data based network operation. It includes
user information collection and strategy making which belong to decision making
domain, as well as UE context management and function configuration which
compose implementation domain.
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The decision making domain provides the basic configuration to initialize the
network. Then, it chooses and deploys the functionalities and access points which
meet the user requirements. The implementation domain builds multi-connectivity
bearers with terminals via dynamic access points, functionality and configuration
according to the requirements after receiving the personalized configuration.

The efficiency of the big data based network operation can be maximized,
through optimal resource allocation (frequency, time, antenna, power, etc) to each
access point and to each user, such that the required service is provided from the
optimal set of access points with optimally allocated resources. For example, in
the 5G ultra dense deployment scenario, it may be a problem for users to have too
many neighbor cells, which may be redundant and consume too much unnecessary
power, and sometimes interfere with each other. To resolve this issue, big data
algorithms can analyze the user and service requirements with the collection of
network status. Then, the system can choose the corresponding configuration of
neighboring cell according to the analysis. For example, it is possible that not
all the access points support downlink 256QAM. If a service needs the downlink
256QAM functionality, only those access points with this functionality need to be
configured as the neighboring cells, with remaining neighboring cells turned off
for power saving. The decision making domain needs to have the whole picture of
functionality distribution in the network and the requirements of users and services.
The implementation domain configures the terminal according to the command from
the decision making domain to fulfill user-centric neighboring cell configuration.
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6 Chapter Summary

In this chapter, the concept of user-centric wireless network for 5G is addressed to
fulfill multiple user experience requirements in 5G. Four key technical directions are
studied based on the gap analysis between LTE technology and 5G requirements,
i.e., user centric 5G access network architecture design, flexible functionality and
deployment, smart user and traffic awareness and management, and high efficient
low cost network operation. These key technologies work together with cross-layer
and E2E solutions [16–19] to provide the user-centric 5G eco-system.

A.1 Annex-User Experience Requirements Analysis [3]

To design a user-centric 5G network, it is better to study carefully of 5G user
experience requirements. In this part, the analysis of user experience requirements,
including consistent user experience, user experience data rate, latency, mobility, is
provided from.

User experience requirements address the end users perception of technology
when consuming one or more services. User experience will have to be managed in
highly heterogeneous environment and under different user scenarios/contexts.

A.2 Consistent User Experience

The 5G system should be able to deliver a consistent user experience over time for
a given service everywhere the service is offered.

Consistent user experience is defined by service-dependent minimum KPIs (e.g.
data rate, latency) being met over the service coverage area, with a level of variation
configurable by the operator. These service-dependent KPIs are for further study.
A consistent user experience across time and space depends obviously on the
technology performance and capabilities, and on the operator deployment. The
requirements address only the technology performance and capabilities.

A.3 User Experienced Data Rate

Data rate requirements are expressed in terms of user experienced data rate, mea-
sured in bit/s at the application layer. The required user experienced data rate should
be available to at least 95 % of the location and time in the considered environment
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(i.e. at the “cell-edge”). The user experienced data rate requirement depends on the
targeted application/use case. It is set as the minimum user experienced data rate
required for the user to get a good experience of the targeted application/use case.

Use case specific user experienced data rates up to 1 Gb/s should be supported
in some specific environments, like indoor offices, while at least 50 Mb/s shall be
available everywhere at a reasonable cost.

A.4 Latency

When considering latency requirements, the following metrics are considered:

• E2E Latency: Measures the duration between the transmission of a small data
packet from the application layer at the source node and the successful reception
at the application layer at the destination node and back.

• User Plane Latency: Measures the time it takes for a small data packet from user
terminal to the L2/L3 interface of the 5G system destination node and back.

The E2E latency is the latency perceived by the end user. It accounts for the
time needed for the data packet to cross all the nodes up to the application server
and back, which includes nodes of the 5G system and nodes potentially outside the
5G system. In contrast, the user plane latency is limited to the 5G system only. Both
latency metrics approximately coincide when the application server is located within
the 5G system. In the latter case the latency is minimized when the application server
is co-located with a radio node, e.g., the radio base station or another user terminal
(for the case of device-to-device communication). As a result, the requirements on
minimum latency are expressed in terms of E2E latency.

The 5G system should be able to provide 10 ms E2E latency in general and
1 ms E2E latency for the use cases which require extremely low latency. Note these
latency targets assume the application layer processing time is negligible to the delay
introduced by transport and switching.

The 5G system should also give the end user the perception of being always
connected. The establishment of the initial access to the network (or status change
from idle state to connected) should then be instantaneous from the human user
perspective.

A.5 Mobility

Mobility refers to the system’s ability to provide seamless service experience to
users that are moving. In addition to mobile users, 5G use cases identify that
5G networks will support an increasingly large segment of static and nomadic
users/devices. 5G solutions therefore should not assume mobility support for all
devices and services but rather provide mobility on demand only to those devices
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and services that need it. In other words, mobility on-demand should be supported,
ranging from very high mobility, such as high-speed trains/airplanes, to low mobility
or stationary devices such as smart meters.

The mobility requirements are expressed in terms of the relative speed between
receiver and transmitter at which consistent user experience should be ensured.
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Abstract A worldwide challenge for the design of future cellular systems is to
meet the increasing energy demand, while, on the other hand, to lower the emission
of greenhouse gases for achieving the environment sustainability. A feasible
and efficient method to tackle this issue is to let the communication systems
harvest energy from renewable energy sources instead of fossil fuels. However, by
employing the energy harvesting (EH) technique, the instability of renewable energy
resources introduce new challenges on the design of the upcoming 5G systems.
In this chapter, we focus on uplink access schemes and power allocations for EH
based heterogeneous networks. First, a heterogeneous access model incorporating
EH based mobile users is proposed and followed by a throughput maximization
framework. Then, by classifying transmission policies into two main categories (i.e.,
single-channel vs. multi-channel scenarios), the proposed framework is concretized
under various practical conditions, including the availability of central control,
causality of harvested energy, channel state information, and others. Finally, future
research directions and open problems are discussed.
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1 Introduction

As data service is prioritized by service operators, it now enjoys an unprecedented
popularity across the world. Compared to the voice and text services, data service
incurs more intensive communication usages at mobile users (MUs), like Internet
surfing, picture uploading, video streaming, and many others, which could quickly
deplete the energy stored in the battery. It is not surprising that the energy cost of
the cellular system keeps growing [11]. Taking the electrical energy consumption
of all cell phones as an example: a regular cell phone consumes about 4 kWh
[27] annually, and the number of cell phones worldwide is about seven billion
in 2015 [13], which approximately requires us to burn 15 million tons of coal at
each year [35]. Although significant efforts have been made such as developing
energy efficient transmission technologies to save energy and prolong battery
lifetimes, the high energy cost and high carbon-oxygen emission issues have not
been fundamentally solved. When further considering the energy consumption at
the base stations (BSs) and data centers, such an energy challenge will inevitably
draw both environmental and financial concerns for service operators and mobile
users [14].

The 5G system, as a new generation of the cellular system, is expected to
mitigate the above issues by becoming “green”: lowering both the energy cost
and greenhouse gas emission. The most effective way to achieve this is to shift
the paradigm of energy sources from the conventional fossil fuels to renewable
energy sources. Recently, with the rapid development of hardware technologies,
energy harvesting (EH) techniques were developed, capable of efficiently converting
the environmental energy (e.g., solar, wind, thermal, vibration, etc.) or man-made
energy (e.g., vibration, RF) into electric energy. So far, many prototypes of EH
based wireless sensors have been proposed [32] and various EH products have been
commercialized [25]. As such, EH based wireless devices are expected to enjoy
large-scale applications in 5G systems.

One important characteristic of 5G wireless systems is to achieve an aggregate
data rate (characterized by bits/s per unit area) more than 1000� higher than that in
4G. The heterogeneous network (HetNet) architecture, which incorporates multiple
radio access technologies (RATs), is a promising solution to realize such a capacity
boosting. As such, the 5G system could support not only new standards (e.g.,
mmWave based ones with device-to-device (D2D) communications [2, 36]), but
also the conventional 3G, 4G, and WiFi standards.

For the conventional battery or grid powered HetNet, the design of access and
power allocation policies only accounts the limitations on the average and/or peak
power consumptions, which are usually fixed over the whole operation period.
When the transmitter is powered by energy harvesters, however, the design of the
transmission policies faces a new type of constraints, named EH constraints, i.e.,
the power consumption is limited by the accumulated energy up to the current time.
Besides, the ambient energy sources are usually random and intermittent. Thus, the
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amount of harvested energy per unit time may vary, which brings extra unreliability
to the system performance. In addition, hardware related limitations also need to be
accounted into the transmission policy design for practical purposes, which include
the battery storage efficiency, the full/half energy-duplex consideration, and the
supporting circuit power overhead.

In this chapter, we consider the design of the transmission policy (i.e., the
control of the channel access and transmission power) for EH-based heterogeneous
networks, where the network provides either single-channel or multi-channel access
for MUs, and each MU is equipped with an EH-based power supply. We propose
an optimization framework to determine throughput-optimal transmission policies,
where such a framework incorporates various practical considerations, such as
finite time horizon, causality of the state information, and others. Following this
framework, we also introduce the state-of-art transmission policies by describing
their application scenarios and how they achieve efficient operations.

The rest of this chapter is organized as follows. In Sect. 2, we first present a
heterogeneous wireless access model, and then consider a general optimization
framework to maximize the average sum rate. In Sects. 3 and 4, we introduce
transmission policies in single-channel and multi-channel scenarios, respectively.
Finally, in Sect. 5, we summarize the existing access and power allocation policies,
and discuss future research problems in EH based heterogeneous wireless access.

2 System Model and Optimization Framework

Given a targeted area, there are multiple EH-based mobile users (MUs) that are
ready to transmit their data. To meet MUs’ transmission requirements, different
types of base stations (BSs) serve as wireless access points for the MUs. To fully
and efficiently coordinate the BSs, a cloud-based radio access network (C-RAN)
architecture has been proposed in [7], where a virtual BS pool performs the
centralized management, including joint signal processing, inter-cell interference
(ICI) mitigating, radio management, and MU scheduling. Here we adopt C-RAN in
our framework for the heterogeneous access as shown in Fig. 1.

A BS can be a marco cell station, small cell station, or WiFi access point,
and thus multiple RATs can be supported by multiple BSs handling the signals
transmitted from MUs over certain radio frequencies. The signals propagate through
a certain wireless medium, which could be divided into multiple parallel channels
via various schemes [41], e.g., frequency division multiple access (FDMA), code
division multiple access (CDMA), or orthogonal frequency division multiplexing
(OFDM). In Fig. 1, there are M parallel channels for N MUs. A particular channel
could be reused over space by different BSs. Note that if two BSs are too close,
like BS 1 and BS 2, and both use channel 1, serious interference may be caused.
Although parallel channels could be created in many ways, the total number of
independent channel usages (the degree of freedom) is finite and usually smaller
than the number of MUs in most practical multiple access scenarios. This requires
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Fig. 1 Network architecture of the C-RAN [7] with heterogeneous wireless access, where K BSs
are connected to the virtual BS pool via fiber links, and different BSs may use the different or the
same wireless channels

the system designer to develop smart algorithms that can efficiently manage the
channel resources so as to maximize the desired utility. Here, we only focus on the
uplink wireless accesses of multiple MUs and assume that the C-RAN can perfectly
deal with all the jobs at the receiver side.

2.1 System Model

For the purpose of exposition, we tailor the system model of C-RAN and consider
a simplified heterogeneous wireless access model as shown in Fig. 2, involving M
parallel synchronized channels for N EH-based MUs. Each MU can each access
more than one channels. The system is slotted over time with unit slot length. The
considered time horizon is T, i.e., 1 
 t 
 T, where t is the slot index. Moreover,
T can be either deterministic or random, which depends on the utility of interests.
The deterministic case is commonly used in most studies, and T is either finite or
infinite. In some applications, T can also be treated as a random variable, which will
be shown later.

For the nth MU, the EH rate (i.e., energy harvested per slot) at time slot t is
denoted by En.t/, and the battery energy level at the beginning of time slot t is
denoted by Bn.t/. In general, the power consumption at the MU can be roughly
divided into two parts: circuit power and transmission power. Note that the circuit
power can be usually modeled as a constant value (see Sect. IX in [34]) that can
be approximately treated as a constant offset in the total power consumption. Thus,
to investigate the limit of the system performance, it is reasonable to first ignore
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BSs

Fig. 2 Access model for the heterogeneous network with EH-based MUs. Multiple BSs provide
in total of M parallel channels for the N EH-based MUs, and each MU can access more than one
channels

the circuit power consumption and purely focus on the transmission power control.
Suppose that the total transmission power of MU n during time slot t is Pn.t/ (which
is also the transmission energy given the unit slot length); the battery evolution can
be expressed as

Bn.tC 1/ D max f0;min fBn.t/C En.t/ � Pn.t/;Bn;maxgg ; (1)

where Bn;max > 0 is the battery capacity.1 We call fEn.t/;Bn.t/g1�n�N as energy
state information (ESI) at time t. In general, for the nth MU, fEn.t/gt�1 is a random
process whose statistics is often viewed as a prior knowledge.

In our considered system, each MU could access more than one channels
simultaneously. We let sn;m.t/ be an indicator function such that

sn;m.t/ D

1; the nth MU accesses channel m in time slot t;
0; otherwise.

(2)

We want to point out that sn;m.t/ can be either deterministic or random depending on
the adopted access scheme. For example, if a central controller was in charge of the
access control and directly assigned channel m to the nth MU at time t, there would
be sn;m.t/ D 1, which is deterministic. However, if the controller randomly assigned
a channel to the nth MU, sn;m.t/ would become a random variable depending on the
channel selection policy. A typical selection is to assign the channel with the highest
channel power gain at time t to the nth MU such that the instantaneous transmission

1Sometimes Bn;max could be treated as positive infinity when the EH rate is relatively small
compared to the batter capacity. For example, an AA-sized NiMH battery has a capacity of 7.7 kJ,
which may require a couple of hours to be fully charged by some commercial solar panels (1 W �
400 W) [21, 30], which generate relatively small En.t/.
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rate is maximized. On the other hand, in a distributed access scenario, if the nth MU
randomly accessed channel m, the indicator sn;m.t/ would be a random variable. In
short, access variables fsn;m.t/g are crucial in transmission policy design and we will
further specify their characteristics later.

In general, the interference is caused by more than one MUs transmitting over
the same channel. Suppose that the maximum number of allowed collisions in the
mth channel is set as Nm, i.e.,

0 

NX

nD1
sn;m.t/ 
 Nm; for all m D 1; 2; : : : ;M: (3)

When Nm � 1, i.e., more than one MUs access the same channel and transmit
simultaneously, their signals are mixed together, which may cause errors when the
C-RAN decodes the information for each MU. Since here we do not focus on how
C-RAN reconstructs information from the collided signals, we simply treat Nm as
a fixed system parameter. In some scenarios, only one MU is allowed to access
one particular channel at each time slot, i.e., Nm D 1, in order to fully mitigate
the interference, where many access schemes have been proposed under this setup
[3, 9, 22].

From the MU point of view, we have

0 

MX

mD1
sn;m.t/ 
 An; for all n D 1; 2; : : : ;N; (4)

where An is the number of channels that the nth MU could use, and is determined
by hardware limitations and resource management policies. Since the total number
of channels is M, it follows that 1 
 An 
 M. Thus, (3) and (4) together capture
the characteristic of the proposed heterogeneous wireless access. Again, it is worth
noticing that fsn;m.t/g could be determined in either a centralized or distributed
manner.

Let xn.t/ be the transmitted signal by MU n. Then, the received signal at the BSs
(processed at C-RAN) over channel m is given by

ym.t/ D
NX

nD1
hn;m.t/sn;m.t/

p
Pn;m.t/xn.t/C zm.t/; (5)

where hn;m.t/ is the channel coefficient treated as a constant during one time slot,
Pn;m.t/ is the transmission power of the nth MU over channel m, and zm.t/ is the
circularly symmetric complex Gaussian (CSCG) noise with zero mean and variance
�2m. Note that the total transmission power at each MU is

PM
mD1 sn;m.t/Pn;m.t/ D

Pn.t/. For notation simplicity, we let gn;m.t/ D jhn;m.t/j2
�2m

be the effective channel

power gain, and call fgn;m.t/g as the channel state information (CSI). By applying
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Table 1 Key features for the system setup

System features Conditions

Time horizon Finite (T < 1) or infinite (T ! 1)

Central controller Available (centralized) or unavailable (distributed)

CSI Non-causal or causal

ESI Non-causal or causal

Channel accessibility Single-channel or multi-channel

the Shannon capacity formula over a multiple access channel [33], the sum rate of

all N MUs over the mth channel is given by log
�
1CPN

nD1 sn;m.t/gn;m.t/Pn;m.t/
�

2

for 1 
 m 
 M. Thus, the total instantaneous rate of the uplink is given by

MX

mD1
log

 

1C
NX

nD1
sn;m.t/gn;m.t/Pn;m.t/

!

: (6)

So far, we have presented the basic system parameters including: the environment
variables, i.e., time horizon T, ESI and CSI; and the controlling variables, i.e., the
access variables fsn;m.t/g and power allocations fPn;m.t/g for all n, m and t. Note that
these variables can be further specified according to the interest of system design.
We list some further system specifications in Table 1, which will be discussed in
details when we introduce transmission polices in Sects. 3 and 4.

2.2 Throughput Maximization

In this subsection, we present a general formulation framework for throughput
maximization and introduce some useful techniques to find the solution structure
of design variables fsn;m.t/g and fPn;m.t/g.

For the considered system, the instantaneous rate of the uplink is given by (6).
However, we do not directly consider the sum rate over the desired time horizon T as
the objective function. Instead, we introduce an auxiliary variable � as the objective
function such that

E

"
TX

tD1

MX

mD1
log

 

1C
NX

nD1
sn;m.t/gn;m.t/Pn;m.t/

!

� �T

#

D 0; (7)

2Note that the notation “log” could represent either the logarithm with base 2 or base e according
to the applications. In this chapter, we use this unified notation.
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where EŒ�� is the expectation operator over some dynamic statistics (if any).
The initial conditions are fgn;m.1/g and fEn;m.1/;Bn;m.1/g. We employ � since
condition (7) is able to provide us certain flexibility to define the utility of interest.
If there is no specific regulations on T, an intuitive observation is that the variable �
can represent the expected value of the average uplink throughput, i.e., condition (7)
is equivalent to

E

"
1

T

TX

tD1

MX

mD1
log

 

1C
NX

nD1
sn;m.t/gn;m.t/Pn;m.t/

!#

D �: (8)

In fact, as it will be shown later, � can also represent the average rate per trans-
mission, like “rate-of-return,” if we consider some particular dynamic optimization
techniques.

Besides condition (7), the access variable fsn;m.t/g should satisfy constraints (3)
and (4) for 1 
 t 
 T. Moreover, the total transmission power Pn.t/ DPM

mD1 sn;m.t/Pn;m.t/ is bounded and satisfies a new type of EH constraint, i.e.,

0 
 Pn.t/ 
 Bn.t/; for all n D 1; 2; : : : ;N; (9)

where Bn.t/ is the battery energy level satisfying (1).
Thus, the throughput maximization problem can be formulated as

maximize � (10)

subject to .7/;

.3/; .4/ for 1 
 t 
 T;

.9/ for 1 
 t 
 T:

Note that when T ! 1 (or T ! 1 almost surely when T is random), all
constraints in this framework still need to hold, and � in this case can represent
the long term average throughput.

The solution to problem (10) is highly dependent on the system setups listed in
Table 1. One such major condition is the causality of the system information (CSI
or ESI). When both the CSI and ESI could be non-causally obtained, there is no
randomness in problem (10) and the expectation operator could be dropped off.
Then, problem (10) is solvable by applying some offline optimization tools, e.g.,
convex or mix-integer optimization.

When the knowledge about CSI or ESI is obtained from statistics, problem (10)
could be solved by some dynamic optimization techniques, which usually require
more definitions beyond the formulations described above. There are four main
quantities in a dynamic optimization framework as follows:
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1. The space of system states. In problem (10), the system state is represented by
both CSI and ESI, i.e., fgn;m.t/g and fEn;m.t/;Bn;m.t/g. Thus, the space of the
system states consists of all possible values of CSI and ESI.

2. The space of actions. This space is composed by all possible values of the
design variables, i.e., the access control fsn;m.t/g and the transmission power
levels fPn;m.t/g. In each time slot t, the decision maker chooses a set of actions
fsn;m.t/;Pn;m.t/g1�n�N;1�m�M that must satisfy all constraints in problem (10).
Note that in most existing literatures on EH-based wireless access design
[19, 34], the spaces of system states and actions are assumed to be fixed over
time.

3. The reward. For a given system state and action at the tth time slot, the corre-
sponding instantaneous reward for problem (10) is instantaneous throughput (6).

4. The transition of system states. The transition of the system states is dependent
on the system state and the actions at the current time slot. Particularly, the battery
states fBn;m.t/g are influenced by both the actions and fEn;m.t/g according to the
battery evolution in (1). The transition can be either deterministic or dynamic.
In the dynamic case, the transition is often described by the state transition
probability.

Now, solving problem (10) can be achieved by identifying the sequence of actions
fsn;m.t/g and fPn;m.t/g.

To derive the optimal solutions, popular dynamic frameworks have been applied
in studying EH-based wireless communications, including the Markov decision
process (MDP) [24, 34] (and the references therein), partially observable MDP
(POMDP) [3, 12] (and the references therein), restless multi-arm bandit (RMAB)
[3], and optimal stopping [20, 21]. The characteristics of these frameworks that
reflect their applications are briefly discussed below.

MDP and POMDP: MDP is a controlled discrete-time stochastic process,
where the decision maker can perfectly know the current state and the state
transition probability of the system. Moreover, the system state at the next
time slot is conditionally independent of all previous states and actions. The
decision maker will choose an action from an action space according to the
current reward, and this action will influence the evolution of the system state.

The POMDP is a generalization of an MDP, which permits certain
uncertainty of the state information. Such uncertainty may be resulted from
the indirect or partial observations over the system state. Thus, an additional
observation model needs to be incorporated into the POMDP. For example,
if the MU cannot perfectly obtain its CSI, a hypothesis testing process is
commonly used to identify the channel status.
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RMAB and Optimal stopping: RMAB makes decisions for multiple
stochastic processes simultaneously, which fits the scenario of multiple MUs
where the state of each MU is a stochastic process. The decision maker
needs to deal with the tradeoff between allocating resources for a high
current reward (exploitation) and acquiring new knowledge with a prospect
of a better future reward (exploration). Moreover, the considered multiple
stochastic processes keep the state evolution even if the decision maker does
not make any actions, while in classic MAP, the processes are “frozen” if
there are no actions. When the state transition of the system has Markov
properties, RMAB is also an MDP (or POMDP if the state information cannot
be obtained directly).

If the decision maker is required to decide when to stop the decision
process (a binary decision), it becomes an optimal stopping problem. The
main tradeoff is also the exploration vs. exploitation, while in optimal
stopping, the exploitation also implies that the decision process is finished.

Despite the different formulations for the dynamic case, the solution under these
frameworks, however, usually turns out to be nothing but dynamic programming.
When the knowledge about the system (e.g., the reward or state transition prob-
ability) is unknown, the solution may turn to machine learning algorithms (e.g.,
reinforcement learning, Q-learning) [4, 28].

It should be pointed out that for either case of the causality over CSI/ESI,
problem (10) has not been solved in general. Next, we only focus on several
typical scenarios and discuss the state-of-art transmission polices. To highlight the
flexibility of channel management, we introduce transmission policies in two main
scenarios:

• Single-channel scenario, i.e., M D 1: This is a typical access model when the
channel resources are limited, which is commonly used in ad hoc, sensor, and
cellular network models.

• Multi-channel scenario, i.e., M � 2: In this scenario, there are more than one
channels for MUs to access at each given time, while for data transmissions, an
MU can use either only one channel, or more than one channels simultaneously.
When the hardware of the MU supports multi-channel transmissions, possible
multiple RATs, it can fulfil a transmission over multiple channels simultaneously.

Note that the channel accessibility sets limitations on channel access indicators
fsn;m.t/g, and thus constraints (3) and (4) need to be modified accordingly, which
will be specified later.
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3 Single-Channel Scenario

Consider a scenario where multiple MUs are sharing limited channel resources, and
this can be modeled as the single-channel scenario, i.e., M D 1. For this case,
transmission policies that solve problem (10) can be further classified according to
their ability of mitigating the interference among different MUs:

1. Without collision: The access control is designed to remove the interference by
guaranteeing that each MU solely uses the channel during its data transmission.

2. With collision: Note that the interference could be mitigated in different levels. If
the receiver could handle interferences among MUs by adopting some advanced
interference management techniques [2], the access control can allow multiple
MUs to access one channel at the same time. In this case, the single-channel
scenario degrades to the conventional multiple access channel.

3.1 Without Collision

In this subsection, the access policy is required to manage the data transmissions
of MUs one by one over time such that no transmission collisions happen. Hence,
TDMA is one feasible scheduling scheme, where in each time slot the channel can
only be assigned to one MU. CDMA with orthogonal codes could also support
multiple MUs.

3.1.1 Centralized Access and Power Control

When TDMA can be implemented in a centralized manner, it is optimal for the
controller to pick the MU with the highest effective transmission rate according to
its CSI and ESI in each time slot. That is, the selected MU should jointly have a
good channel condition and sufficient energy in the battery.

The authors in [16] adopted the above idea and studied the case when all MUs
have the same mean EH rate. The selection process in their proposed policy depends
only on the channel condition. Specifically, the region of the channel power gain
is divided into multiple interval units, based on some discrete-rate transmission
schemes (e.g., M-QAM). Each channel state has an one-to-one mapping to a
transmission rate, which determines the required transmission power. In order to
meet the constraint of the average power consumption (i.e., the mean of EH rates),
the length of interval unit must be designed accordingly. Then, at each time slot, the
controller picks the MU with the highest ratio between the channel power gain and
the length of the interval unit. The intuition is that the one with a higher ratio should
attain a higher rate level. Note that if the channel statistics are identical, the length of
the unit interval of the channel state will be the same, which is equivalent to pick the
MU with the highest channel power gain. Due to the EH constraint, the selected MU



486 H. Li et al.

may fail to transmit at the desired rate. In this case, the selected MU can just keep
silent. It is shown in [16] that by using such a policy, the average uplink throughput
can achieve the similar performance as the system with conventional power supplies.
In other words, the effect of EH constraints can approximately vanish.

The above centralized policy requires the knowledge of instantaneous CSI of all
MUs, which may induce difficulties in implementations. Without the need of CSI,
another TDMA-based transmission policy was investigated in [22], which lets the
MUs access the channel and transmit one by one in a fixed order. Such a fixed
TDMA scheme enjoys a lower computation complexity at the central controller
compared to some aggressive selection algorithms that require the instantaneous
status from each MU, like the one introduced in the previous paragraph. One
transmission period is the total number of time slots, during which all MUs transmit
for one time slot. As such, the total number of time slots for one transmission period
equals N since each MU only uses the channel once in each period. The channel
access indicators fsn;1.t/g in our framework are preassigned by the controller.
Suppose that the nth MU is assigned in the tth slot, and let dn.t/ be the duration of
the time slot t. Then, the total time of one transmission period is

PN
nD1

PN
tD1 dn.t/.

The controller manages the transmission time for each MU in order to maximize
the expected sum rate under an additional constraint that the average transmission
period cannot exceed a fixed number. The authors in [22] showed that the optimal
transmission policy is the equal-power scheme, i.e., each MU should set its
transmission power at the same level which is dependent on the energy information
of all MUs. The optimal transmission time, on the other hand, is proportional to
the mean EH rate such that a higher EH rate implies a longer transmission time. A
simpler policy, equal-time scheme, was also studied in [22]. Unlike the equal-power
scheme, the equal-time scheme simply divides one transmission period equally and
gives all MUs the same transmission time. The power allocation uses the greedy
algorithm. Comparing these two policies, the equal-power scheme outperforms the
equal-time one when the battery has an infinite capacity. Whereas, they are similar
when the battery has a finite capacity.

3.1.2 Distributed Access and Power Control

Centralized algorithms usually lead to a better throughput performance, while exten-
sive computation complexity can be incurred at the central controller, especially in
a large-scale system case. To relax the complexity, or even remove the necessity
of the central controller, the investigation of distributed algorithms has drawn great
attentions over the past years.

Commonly used distributed random access schemes, such as ALOHA and
CSMA, are all applicable for problem (10). In this case, access variables fsn.t/g
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are determined locally3 according to the chosen schemes. For example, if all N
MUs equally contend for the channel use with probability 1=N at each time slot, we
obtain

sn.t/ D

1; with probability (w.p.) 1

N ;
0; w.p. 1 � 1

N .
(11)

In this example, a successful channel contention happens when only one MU
accesses the channel, i.e., sn.t/ D 1 and si.t/ D 0 for i ¤ n, where 1 
 n; i 
 N.

For the power control, an intuitive and feasible scheme is the best-effort delivery
method, which is basically the same as the greedy algorithm such that whenever an
MU occupies the channel, it will use up all available energy for data transmission
without considering the channel condition and the battery status. This scheme is
easy to implement, while the throughput performance may not be optimal.

An improved best-effort method, named distributed opportunistic framework,
was designed in [21], which maximizes the long term average throughput of the
network by jointly taking the advantages of the causal CSI and ESI. The proposed
opportunistic framework operates in two stages: channel probing (CP) and energy
probing (EP). In the first stage, all MUs keep contending for the channel use
independently until there is only one occupying the channel. The successful MU
obtains the CSI through some handshaking mechanism with the BS. This stage is
called CP. After CP, the successful MU can possibly transmit over multiple time
slots and then release the channel. The total number of time slots over which MU
could transmit is called a transmission block. Moreover, the MU can chooses one of
the following actions based on its local CSI and ESI right after CP:

(a) releases the channel (if CSI and ESI indicate that the transmission rate is lower
than a given threshold) and let all links re-contend; or

(b) directly transmits until the end of the transmission block; or
(c) holds the channel, and starts the second stage EP.

It is worth noting that each MU keeps harvesting energy until it starts a transmission,
and after each round of CP, only the successful MU makes a choice among three
actions as listed above. When the successful MU decides not to take action (a) or
(b) defined above, it starts the second stage EP, i.e., action (c), to obtain more energy.
During this stage, the MU chooses to continue harvesting energy slot by slot, and
then ends EP by action (a) or (b), i.e., either releasing the channel or transmitting
over the rest of the transmission block.

Our proposed framework described in Sect. 2.2 can be used to optimize the
two-stage probing strategy. Besides the constraints described in (10), we need to
further specify fsn.t/g in the two-stage probing scenario. Note that fsn.t/g1�n�N

are all random during the period of channel contentions. If some MU, say the nth
MU, occupied the channel and transmitted over multiple time slots, fsn.t/g1�n�N

3Here, we remove the channel index m since we only consider the single-channel scenario.
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would become determined during the period of the transmission, i.e., there must be
sn.t/ D 1 and si.t/ D 0 for i ¤ n during this time. Here, we let Q denote the number
of time slots of the transmission block.

The transmission power is determined by the remaining time within a transmis-
sion block (since the MU may perform EP) and the energy level when the MU starts
a transmission. Here, we adopt a unform power allocation scheme. For example,
if the number of remaining time slots was bQ and the transmission started at t0, the
transmission power would be Pn.t/ D Bn.t0/

bQ and keep the same duringbQ slots.

We let LC and LE be the stopping rules of CP and EP, respectively. Stopping rule
LC indicates the change point of fsn.t/g becoming deterministic, and stopping rule
LE regulates the transmission power within the transmission block. Since each CP
may take a random number of slots, we let Ki be the number of slots for the ith CP.
Then, the total number of slots to fulfil one transmission is given by

S.LC;LE/ D
LC�1X

iD1
LE;i C

LCX

iD1
Ki C Q: (12)

If we keep using the stopping rules LC and LE for J times, the time horizon is
given as

T D
JX

jD1
Sj.LC;LE/: (13)

The infinite time horizon can be realized by letting J ! 1, which leads to
T ! 1 a.s. In Fig. 3, we illustrate one realization of a successful transmission,
which costs LC rounds of CP, and also LE slots of EP in the last CP.

Then, we can find the optimal stopping rules L�
C and L�

E by plugging (13) into the
framework given in (10). More precisely, condition (7) becomes

E

2

4
JX

jD1

Sj.LC ;LE/X

tD1
log .1C sn.t/gn.t/Pn.t// � �

JX

jD1
Sj.LC;LE/

3

5 D 0: (14)

Fig. 3 One realization of a successful transmission by applying the distributed opportunistic
framework [21]
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By letting J !1, we obtain

E

2

4
S.LC ;LE/X

tD1
log .1C sn.t/gn.t/Pn.t// � �S.LC;LE/

3

5 D 0; (15)

which is equivalent to

� D
E
hPS.LC ;LE/

tD1 log .1C sn.t/gn.t/Pn.t//
i

E ŒS.LC;LE/�
: (16)

Here, � can also be viewed as the “rate-of-return” in the sense that Eq. (16) describes
the average rate per transmission.

According to the optimal stopping rules L�
C and L�

E derived in [21], the successful
MU will transmit only when the CSI and ESI jointly indicate a higher transmission
rate than a given threshold, which can be found via a simple one dimension
searching algorithm. However, such an opportunistic framework does not guarantee
the fairness among MUs. When applying this scheme, the transmission will be more
likely to be fulfilled by those MUs with the better channel conditions and the higher
EH rates.

Setting the performance of the best-effort delivery as the benchmark. In Fig. 4, it
is shown how the throughput gains change as the number of MUs increases under the
condition that the battery has a finite capacity. It is observed that the gain from EP
decreases when the number of MUs increases. This is due to the fact that the more
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Fig. 4 The throughput gain over the best-effort delivery method
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MUs are present, the higher probability that CP will last a longer time. Therefore,
more MUs would maintain a high energy level and EP is rarely triggered after CP.
It is also observed that the throughput gain from CP increases with the increase in
the number of MUs since CP could utilize the multi-user diversity of both channel
gains and energy levels. The CP can offer a much higher gain than EP, and thus
the gain from the two-stage probing is comparable to CP as the size of the network
increases.

3.2 With Collision

In this case, multiple MUs can transmit over the same channel simultaneously,
which is just the multiple access channel under EH constraints [17, 37, 39].
Existing literatures have studied the sum rate maximization problem in some “ideal”
scenarios. The algorithms introduced next are all centralized in the sense that
controller needs to regulate the sum transmission power in order to achieve the
optimality.

A typical case is Gaussian multiple access scenario with two MUs and the ESI is
non-causally known [39]. One key observation is that if the goal is to maximize the
sum rate only, the optimal sum power has a stair-case structure, which is the same
as the single MU case (see Sect. III in [34]). Furthermore, if the fairness of MUs is
accounted, the sequence of the optimal sum power allocation needs to be split into
two subsequences in order to achieve the largest throughput region of two MUs. The
optimal power allocation for each MU can be computed by applying the generalized
iterative water-filling algorithm [39]. For the fading channel with non-causal CSI,
authors in [37] proposed an efficient power allocation scheme by considering a finite
battery capacity and an upper limit on the instant transmission power.

When ESI is causally known at MUs, an online algorithm is proposed for
Gaussian multiple access in [17] with T ! 1. One important observation is that
the optimal power allocation should make the energy level of the battery stationary
for a given EH rate process. Then, the optimal power allocation can be expressed
by the stationary distribution of the battery and the distribution of the EH rate.
For the infinite battery capacity case, the solution is the “constant” power strategy.
Specifically, the transmission power level is equal to the mean of the EH rates. If the
current energy is not sufficient enough, the MU just uses up the available energy.
This is similar to the algorithm mentioned in [29] for point-to-point channels. For
the finite battery capacity, it is shown that the optimal power allocation does not
have a close-form expression and it can be solved numerically.
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4 Multi-Channel Scenario

In this section, we consider the scenario when there are multiple channels for MUs
to access, i.e., M � 2. Moreover, there is an additional condition in this case:
whether or not the MU can transmit over more than one channels simultaneously.

• Transmit over one channel, i.e., An D 1 in constraint (4): This condition implies
that although there are more than one channels to access, the MU is restricted
to use at most one channel at each time. Such a restriction could equalize
the opportunity of channel usages for different MUs to some extent, and also
simplifies the design of access algorithms.

• Transmit over multiple channels, i.e., An � 2: Under this condition, the MU
should first decide or be assigned with the available channels, and then apply
the water-filling algorithm for the power allocation according to the current CSI
and ESI. Obviously, the MU throughput could be potentially enhanced compared
to the case with An D 1; but the hardware complexity and the total power
consumption would be increased as well.

Next, we will introduce the transmission polices for problem (10) for two special
scenarios according to the number of MUs: N � 2 and N D 1. In each subsection,
we will further consider the realization of problem (10) for cases with An D 1 and
An � 2.

4.1 Network Throughput Maximization with N � 2

In this subsection, we mainly introduce the centralized transmission schemes. We
also modify constraint (3) by letting Nm D 1 for all m D 1; 2; : : : ;M, i.e., each
channel is only allowed to be accessed by at most one MU in each time slot.
With this modified constraint, the designed access policy can avoid the collisions of
data transmissions and improve the system reliability. Similar to the single-channel
scenario, TDMA is one feasible scheduling scheme. The main difference is that
for each time slot, a group of MUs need to be scheduled to multiple channels.
Obviously, when the number of MUs exceeds the number of available channels,
some MUs cannot be scheduled for a given time slot.

First, we consider the case An D 1 for all 1 
 n 
 N, i.e., the MU can only
transmit over one channel. The average throughput of the network can be maximized
by wisely choosing the set of scheduled MUs and controlling the transmission power
according to the CSI and ESI of all MUs. However, the controller can hardly obtain
the information of all MUs. To facilitate this, all MUs need to send their own ESI to
the BSs, and also the BSs need to feedback the CSI to each MU. This process will
introduce extra scheduling issues and may cost a long period when the number of
MUs is large. As such, a reasonable condition is that the CSI and ESI of all MUs is
causally and partially known by the controller. That is, the controller only obtains
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the new CSI and ESI of the MUs who are scheduled in the current slot. Then, the
controller can use all available CSI and ESI (may include the history) to optimize
the current uplink throughput or to predict the future status of MUs.

Under this condition, the centralized schemes for problem (10) can be derived
by applying some dynamic frameworks (e.g., MDP, PMDP, or RMAB). Here,
we only introduce two centralized schemes: uniformizing random ordered policy
(UROP) and myopic policy. Note that they may not be throughput-optimal since
their throughput formulations are not exactly the same as (6). However, both are
feasible and do not involve extensive computations.

• UROP: The authors in [9] studied the access policy for the packet level under
the assumption of a constant energy consumption for delivering a packet. Since
the battery status of each MU is random and is unknown at the receiver side, the
problem here is how to schedule the accesses of MUs such that the expected
average throughput is maximized. The solution proposed in [9] is a UROP:
briefly, one round of scheduling starts with randomly ordering all N MUs. Then,
the controller picks the first M MUs in the order list and let them access M
parallel channels, where each user can only access one channel for each time
slot. In the next time slot, the MUs who did not transmit in the previous time slot
will be replaced by those who have not been scheduled. The controller selects
the unscheduled MUs according the order list. After such a replacement, the
newly scheduled M MUs will transmit for one time slot. This procedure will
keep running until all MUs transmit at least once. Then, the controller will start
a new round of scheduling by creating a new order list. It is shown in [9] that
from the network point of view, when the average packet rate is smaller than the
average delivering rate (i.e., the total number of channel usages divided by N),
UROP leads to minimum waste energy.

• Myopic Policy: Given that the current states of MUs are unknown at the controller
side in each time slot, the authors in [3] proposed an “myopic” policy that
only maximizes the expected instantaneous sum rate. The power allocation in
this policy follows the greedy algorithm that uses all available energy for data
transmission. The scheduling in this policy is similar to UROP. The difference
is that the order list is not created randomly. Instead, the controller orders MUs
according to the length of the idle time after the previous transmission of each
MU. Clearly, the longer the idle time, the more energy that can be possibly
harvested. In each time slot, the first M MUs in the order list can access channels.
If the scheduled MU transmits, it will be added to the end of the order list in
the next time slot since it uses up all energy. The MUs who have not transmitted
(either scheduled or not) will go up in the order list. This myopic policy is proved
in [3] to be throughput-optimal over the considered time horizon.

Next, we consider An � 2. In this case, the centralized scheduling is a
mixed integer programming problem, which is non-convex and hard to solve.
However, if we consider the centralized instantaneous scheduling (i.e., optimizing
the throughput only in a given time slot), maximizing (6) is similar to the
throughput maximization problem for a centralized uplink OFDM wireless system,
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which has already been extensively investigated [18, 38]. It is worth noting that
in OFDM systems, another key problem is the frequency bandwidth allocation,
while in our considered system model, the frequency band is fixed and we only
focus on the problem of channel assignment and power allocation. Thus, those
algorithms concerning channel assignments and power allocations proposed for
OFDM systems can be directly modified and applied in maximizing the throughput
in our considered system.

The transmission polices designed for the case of Nm D 1 can be extended to
the general case of Nm � 2 by reassigning the channels to the unscheduled MUs.
Then, there are more MUs scheduled in each time slot. However, the general case
also means that the access control does not avoid the interference among different
MUs, which exerts more difficulties on the design of the optimal power control.

4.2 User Throughput Maximization with N D 1

In this subsection, we focus on the scenario when the channel resources are
relatively sufficient, e.g., late at night in the business area or working hours in the
resident area. Such a scenario can be modeled as the single-MU scenario N D 1

with multiple channels. For the case An D 1, an intuitive access strategy for the MU
is to pick the channel with the highest channel power gain among all the available
channels. To obtain such information, the MU needs to probe channels with the
cooperation of the BS. The access schemes implemented at MUs have been studied
[15, 31], especially in cognitive radio networks. In general, the MU can perform one
of the three main access mechanisms:

1. Parallel channel probing: Parallel probing can be realized by broadcasting a
query message and receiving reply messages that contains the CSI of the probed
channels. Then, the MU can access any one and start the transmission.

2. Sequential channel probing with recall: The MU probes channels one by one
according to a certain order. When the MU stops probing, it can access any
channel that has been probed.

3. Sequential channel probing without recall: The MU probes channels one by one
according to a certain order. When the MU stops probing, it can only access the
last probed channel.

Although the first two mechanisms may provide more options when the MU
chooses which channel to access, both have apparent drawbacks that prevent from
being implemented. Parallel channel probing requires a compatible hardware of
broadcasting and also causes relatively high instantaneous power consumption.
Sequential channel probing with recall needs the MU to memorize the state of the
probed channels. However, the CSI may change when the MU accesses the channel
once again.

On the contrary, sequential channel probing without recall does not carry the
above shortcomings and enjoys much more attentions than the other two. Such
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a probing mechanism has been extensively studied for cognitive radio networks
[6, 31, 41]. However, for the EH-based heterogeneous access problem, the specific
transmission polices accounting the energy information have not been well studied.
As we discussed in Sect. 2.2, two dynamic frameworks, POMDP and optimal
stopping, are ideal tools to formulate the sequential decision making process and
can be used to derive the optimal transmission policies.

For the case An � 2, we apply a save-then-transmit protocol as the basic structure
of the transmission policy. As its name implies, this protocol lets the MU accumulate
energy in the first step, and then lets the MU use all available energy for data
transmission. Such a protocol enjoys two major characteristics:

1. It captures the fundamental operation of EH-based systems that the energy must
be accumulated in the first place, even in an energy full-duplex fashion. However,
the time required for harvesting energy will induce some penalties.

2. It is simple, tractable, and applicable for any EH-based systems.

It is easy to see that the main design issue of the save-then-transmit protocol
is to determine when to start data transmission such that the average throughput
is maximized.4 In the following, we first investigate the case when this protocol is
used over a finite time horizon; and then, we extend the protocol to the infinite time
horizon case.

4.2.1 Finite Time Horizon

The save-then-transmit protocol applied over a finite time horizon is depicted in
Fig. 5, where the time horizon is normalized as one time slot. The MU spends a
certain portion of time on harvesting energy, and then starts channel probing for
CSI. Such a probing process is similar to sensing with recall [31]. After channel
probing, the MU transmits over the selected channel(s).

Clearly, spending time on harvesting energy and channel probing will increase
the instantaneous rate, while the effective transmission time will be decreased. To
deal with this tradeoff, two main design variables need to be optimized for this
protocol: the saving ratio (indicating the portion within one time slot for harvesting
energy) and the number of channels to probe. Note that the first design variable
is a continuous number, while the second one is an integer. Thus, maximizing the
average throughput is also a mixed integer programming problem. An algorithm
proposed in [40] can be used to solve this problem, which randomly selects many
pairs of feasible solutions and chooses the best one.

4Note that this protocol can also be optimized to minimize the outage probability for a given time
slot [23].
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Fig. 5 A realization of the save-then-transmit protocol within one time slot [40]

4.2.2 Infinite Time Horizon

Next, we extend the protocol in Fig. 5 to the infinite time horizon case (e.g., multiple
time slots). In this case, the MU can save the energy for more than one time slot and
then start the transmission. Besides the two design variables (saving ratio and the
number of channels to probe) mentioned above, another important variable is the
stopping rule: when to stop saving and to start the transmission. The stopping rule
determines the action after the MU probes channels. The MU has the choice to
transmit or skip the transmission in the current time slot according to its current
CSI and ESI. The skipping is preferred when the CSI and ESI jointly indicate a low
transmission rate.

The stopping rule can be reflected in the indicators fsm.t/g, where the index n
for MUs is omitted since N D 1. Particularly, if we let L be the stopping rule such
that the MU transmits only at the time slot L, there must be fsm.t/ D 0g1�m�M for
1 
 t < L. At time slot L, fsm.t/g1�m�M are determined by the channel selection
scheme. Thus, by applying the stopping rule L, the total transmission power P.L/
satisfies

0 
 P.L/ 
 B.L/ D min

(
L�1X

tD1
E.t/;Bmax

)

; (17)

If this stopping rule is used for J times, condition (7) can be written as

E

2

4
JX

jD1

LjX

tD1

MX

mD1
log .1C sm.t/gm.t/Pm.t// � �

JX

jD1
Lj

3

5 D 0; (18)
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Fig. 6 The hybrid access
model

Private Channel Common Channel
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which leads to

� D
E
hPM

mD1 sm.L/ log .1C gm.L/Pm.L//
i

EŒL�
; (19)

by letting J ! 1, where
PM

mD1 sm.L/Pm.L/ D P.L/. Then, we can use
framework (10) to find the optimal stopping rule. Such a save-then-transmit protocol
with optimal stopping rule can be named as a opportunistic transmission policy since
it explores the state information over both time and space.

It is worth noticing that the term “opportunistic spectrum access” [41] in cogni-
tive radio networks is quite different from the opportunistic transmission discussed
above. The opportunistic spectrum access describes the spectrum access of the
secondary users in a hierarchy network model. In such a network, the secondary user
detects the availability of the licensed channel and then decides whether transmit or
not. The term “opportunistic” is used in the sense that the secondary user makes a
decision that can only achieve certain optimality in probability. Although the term
“opportunistic” may represent different philosophies, some techniques proposed for
spectrum access in EH-based cognitive radio networks [26] are also applicable in
EH-based heterogeneous access.

To better illustrate the save-then-transmit protocol with optimal stopping rule, we
set the saving ratio as zero and assume that the time for the MU to learn the CSI is
negligible compared to the time slot length. That is, we only focus on the design
of the stopping rule L. Particularly, we consider an interesting case of a hybrid
access scenario as shown in Fig. 6, where the MU has both deterministic access via
one private channel, and dynamic access with certain probability via one common
channel. Such a common channel usually can be offered by a local BS, e.g., a WiFi
router. The MU can only access the common channel with certain probability given
that the common channel may be close temporarily. In this hybrid access scenario,
the total number of parallel channels is M D 2. Following the notations in Sect. 2,
we let fg1.t/gt�1 and fg2.t/gt�1 be the sequence of channel power gains for the
private channel and the common channel, respectively. Then, the instantaneous rate
is written as
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R.t/ D
2X

mD1
log .1C sm.t/gm.t/Pm.t// :

We assume that fg2.t/gt�1 are independent and identically distributed (i.i.d.) over
time, given that the distance from the MU to the local BS is short and thus the com-
mon channel often experiences fast channel fading. Note that the private channel can
always be accessed, i.e., we have s1.t/ D 1 for all t. The common channel can only
be accessed randomly, and the MU can transmit via the common channel only when
the MU secures it. Let ps denote the probability that the MU can secure the common
channel, termed securing probability. Note that the securing probability may not
necessarily equal the access probability, but their relations can be derived according
to the system setups. Here, for notation simplicity, we assume that whenever the
MU accesses the common channel, it can also secure the channel. Then, s2.t/ is a
random variable such that

s2.t/ D

1; w.p. ps;
0; w.p. 1 � ps.

If we let L be the stopping rule, � in (19) can be rewritten as

� D E ŒR.L/�
EŒL�

: (20)

Thus, the design of the save-then-transmit protocol is now to find the optimal
stopping rule L� that maximizes (20).

When fg1.t/;E.t/gt�1 are modeled as Markovian processes, the optimal stopping
rule L� was proved to exist in [20] and have a state-dependent threshold-based
structure under both finite and infinite battery capacity assumptions. The optimal
throughput is proved to be strictly increasing over the securing probability.

When fg1.t/;E.t/gt�1 are modeled as i.i.d. processes, respectively, the corre-
sponding optimal stopping rule is proved to be a pure-threshold policy, i.e., the
threshold does not change over time, which could be found via one-dimension
search. We plot the variation of the average throughput as the threshold changes
in Fig. 7, and observe that the average throughput could be optimized by adjusting
the threshold.

In Fig. 8, we compare the throughput performance attained by the opportunistic
transmission policy (with the optimal stopping rule L�) and the best-effort delivery
method. Note that the optimal power allocation with traditional power supply
was investigated and shown to outperform the opportunistic policy [20]. Such
observation may be predictable given that the EH constraint sets a hard cap on the
instant transmission power, while the conventional average power constraint does
not.
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Fig. 8 The throughput performance over different transmission policies

So far, we have discussed the multiple-channel scenario for both N � 2 and
N D 1 cases. Again, we want to point out that accessing multiple channels at the
same time may be too “luxury” for MUs. Some major issues include:

• Complexity at MU: The hardware at the MU should support multi-channel
access, e.g., adopting multiple RF front ends. Meanwhile, power allocations over
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multiple parallel channels may result in a higher power consumption on circuit
overhead, which exerts a heavy burden on EH power supply.

• Interference: When the MU transmits via multiple channels, it means that other
MUs cannot use these channels or may cause interference if they access. From
the network operator point of view, allowing one MU to access multiple channels
at the same time may decrease the whole benefits of the system.

• Needs of BS coordinations: The received signals from the same MU over
multiple channels should be jointly processed. This requires the C-RAN to
perfectly coordinate multiple BSs in a real-time fashion.

5 Summary and Discussion

EH-based power supply can drive wireless systems in a green fashion, while it also
introduces both EH constraints and energy unreliability. These drawbacks should
be mitigated as much as possible in different layers of the system design. In this
chapter, we considered the EH-based heterogeneous wireless access, and proposed
a throughput maximization framework across both physical and medium access
layers. Transmission policies, including access and transmission power controls,
were discussed in single and multi-channel scenarios.

EH-based heterogeneous wireless access is still under development, and many
issues remain to be resolved. As the end of this chapter, some potential directions
for future works are presented below.

Learning Approach Most of current studies adopt the dynamic programming
technique to find the optimal transmission policies under the assumptions that the
rewards and state transition probabilities of the system are known. However, given
that the number of MUs keeps increasing, dynamic programming based solutions
are no longer efficient when the state space of CSI/ESI of MUs is large and the
statistics of CSI/ESI may not be fully accessible. Thus, it is worth to investigate
learning based approaches, e.g., reinforcement learning, which are more feasible in
the large-scale scenario since the learning approach does not require the statistics
of the system and is extendable to deal with the large environments (see Chap. 3 in
[5]).

QoS vs. QoE In general, the throughput-optimal transmission policies may not
satisfy the quality of service (QoS) and the quality of experience (QoE) requirement
at the same time. Sometimes there may exist a tradeoff between QoS and QoE. For
example, too high QoS may decrease QoE since high QoS would consume more
resources on both the user (e.g., energy stored in the battery) and operator (e.g.,
network resources, BS power) sides [1].

Effect of EH-Based BSs In this chapter, we only consider the heterogeneous
access with EH-based MUs. Furthermore, BSs can also be driven or partially driven
by EH-based power supplies to lower the energy cost on fuels and carbon-oxygen
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emission. The employment of EH at BSs has drawn a great attention in recent years
[10, 14, 42]. Particularly, the availability of EH-based BSs [8] has been analyzed.
By accounting EH constraints at both MU and BS sides, the design of the channel
access and power control becomes much more challenging.

MU-to-MU Communications The proposed heterogeneous wireless access model
in this chapter captures the characteristic of the “MU-to-BS” communications,
which belong to the medium-to-long range communications. As the short range
communication being developed rapidly in recent years, 5G systems are also
expected to incorporate device-to-device (D2D) communications where more and
more EH-based devices could be involved. Thus, the wireless access control will
mix multiple layers, and more tractable models need to be developed.
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Resource Management in Sustainable Green
HetNets with Renewable Energy Sources

Ran Zhang, Miao Wang, Lin X. Cai, Yu Cheng, Xuemin (Sherman) Shen,
and Liang-Liang Xie

Abstract Green energy has become a promising alternative energy source for
powering wireless cellular networks by effectively reducing the network operational
expenditure (OPEX) and carbon footprints. However, green energy sources such
as solar and wind are harvested from the environment and their availability and
capacity are by nature unstable, which poses great challenges to achieve sustainable
network operation. In this chapter, we study the energy sustainable performance of
a green HetNet where the small cell base stations (SBSs) are powered by green
energy sources. Specifically, we first develop an analytical framework to study the
energy sustainability of each SBS. The energy buffer at each SBS is modeled as a
G/G/1 queue with arbitrary patterns of energy charging and discharging. We apply
the diffusion approximation to analyze the transient evolution of the energy buffer,
and derive the probability distribution of the queue length and the energy depletion
time for a given initial energy level. Based on the energy sustainability analysis,
we propose a distributed admission control strategy at SBSs striking a balance
between high resource utilization and energy sustainability in the green HetNet.
Extensive simulations are conducted to validate the analytical framework and
evaluate the sustainability performance of the green HetNets using the proposed
distributed admission control scheme. The simulation results demonstrate that
relaxing the admission control criteria for the SBSs can improve the resource
utilization (i.e, power and spectrum) of the system when the energy is abundant,
but can significantly degrade the resource utilization instead when the energy comes
short due to poor sustainability performance (i.e., frequent depletion of the SBSs).
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1 Introduction

The wireless communication industry is facing a great challenge with the expanding
demand of mobile subscribers for broadband multimedia services. A recent study
forecasted that the global mobile data traffic will increase tenfold between 2014
and 2019, and mobile video will account for more than 70% of the total data by
the end of 2019 [1]. As such, the main objective of the next generation mobile
wireless networks is to further increase the network capacity and provision quality
of service (QoS) guarantee for high densities of mobile users at the minimum
cost. Dense deployment of heterogeneous networks (HetNets) has been recognized
as a desirable and feasible solution for increasing the spatial network capacity
and QoS provisioning in the fourth generation wireless networks [2]. However, a
large number of small cell base stations (BSs) account for high capital expenditure
(CAPEX) and operational expenditure (OPEX). In addition, a high volume of
energy is required to power multiple small cell BSs (SBSs) in the cellular network,
which also results in more greenhouse gases and carbon footprints, besides the
increased energy costs. Therefore, one of the most critical issues in the next
generation 5G wireless network is to design and develop new green technologies
to reduce the energy consumption and costs of HetNets.

To achieve a green and sustainable wireless network, several research projects
have been launched worldwide. OPERANET project aims to improve the power
efficiency of mobile radio networks by monitoring and controlling the energy use
and optimize the energy consumption at the BSs [3]. Mobile VCEs Green Radio
programme examined the green techniques across the protocol stack for power
reductio [4]. Most existing green communication networking solutions mainly focus
on minimizing the energy consumption of the cellular network infrastructure, i.e.,
BSs, by improving hardware design, network planning [5, 6], energy efficient
communications [7–9], and radio resource management [10–12]. With the recent
advances in green energy techniques, it becomes a promising enabling technology
to power SBSs with renewable energy sources such as solar and wind. By analyzing
both the CAPEX and OPEX, it is shown in [13] that deploying green energy pow-
ered HetNets, especially the SBSs, is an economically convenient and sustainable
solution for mobile operators, and it is possible to use harvested energy of BSs to
serve plausible traffic loads in a dense HetNet [14].

Unlike traditional energy supply, green energy sources are by nature sustainable
in the long term yet are variable and unstable in the short term, as the energy
harvesting process is highly dependent on the charging environment, i.e., the
weather, the geo-location, and the time. For example, a wind turbine provides
intermittent power while a solar panel can supply relatively continuous power with
varying output over a day and through the seasons. To fully utilize the harvested
green energy, usually a rechargeable battery of large capacity is needed to store
the charged energy and to provide a reliable and sustainable power supply for
future use. In such a green energy powered wireless HetNet, the main performance
metric has been shifted from energy efficiency to energy sustainability [15], i.e.,
the dynamically harvested energy at the BSs can sustain the traffic demands of
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mobile users in a multi-tier HetNet. For instance, a green BS powered by renewable
energy sources can be on and maintain normal operation when the charged energy
is sufficient to provision services to its associated mobile users. However, a green
BS will become off and out of service if the charged energy is used up and cannot
sustain the service demands of mobile users. When this happens, all users associated
with the out-of-power BS will experience excessive service delays or even service
interruptions. Thus, it is indispensable to deliberately design the network resource
management and admission control strategies to minimize the probability that an
SBS depletes its energy and becomes out of service.

In this article, we first present a literature survey on existing green communica-
tion and networking techniques, and identify the relevant challenging issues in the
design and development of a green HetNet powered by renewable energy sources.
We then study resource management issues in a multi-tier HetNet where a macro
cell BS (MBS) and multiple SBSs co-exist to provide services for mobile users
in the network area. Specifically, we first develop an analytical model to analyze
the energy buffer evolution at SBSs, characterizing the dynamics in the energy
charging and discharging processes. Based on the analytical model, we propose
an distributed admission control strategy to ensure the quality of service (QoS)
requirements of admitted users, while maximizing the resource utilization and
ensuring the sustainable performance of the green HetNets.

The main contributions of the chapter are four folds.

• Analytical model of energy buffer: A generic analytical model is developed to
study the transient evolution of energy buffer at a HetNet BS. Basically, the
rechargeable battery at each BS is used as an energy buffer to store the harvested
energy, which can be modeled as a G/G/1 queue with general energy charging and
discharging processes. Based on the first two statistical moments, i.e., the mean
and variance, of the energy charging and discharging intervals, the diffusion
approximation is applied to derive closed-form distributions of the transient
queue length, i.e., the available energy level.

• Energy sustainability analysis: Using the developed analytical model, we then
analyze the energy sustainability performance of the green HetNets. Specifically,
two main metrics are derived to evaluate the sustainable performance of BSs: (1)
the energy depletion probability: the probability that a BS depletes the energy
and becomes unavailable for service; and (2) the duration for an BS to deplete its
energy: given the current available energy level, the time duration that the BS can
continue to serve the users until it depletes the energy and becomes unavailable.

• Distributed admission control: Based on the energy sustainability analysis, a dis-
tributed admission control strategy is deployed at BSs to provision QoS guarantee
for admitted users and ensure desirable energy sustainability performance of the
network while achieving high resource utilization.

• Performance evaluation: We conduct extensive simulations to validate the ana-
lytical model of energy buffer and examine the sustainable performance of
the proposed distributed admission control scheme. We study the network
stainability under different admission control parameters, and further investigate
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the impacts of the energy depletion at one or multiple BSs on the overall
performance of the green HetNets.

The remainder of the chapter is organized as follows. In Sect. 2, we give a broad
overview of the existing works on green radio communication networks in the
literature. In Sect. 3, the system model is presented including the network scenario
and the energy model. An analytical framework is developed to study the energy
sustainability performance of the BSs in Sect. 4, followed by an adaptive admission
control strategy in Sect. 5. Numerical results are presented in Sect. 6. Finally, we
conclude the chapter and introduce our future work in Sect. 7.

2 Understanding the Green HetNets

In this section, the role of the green HetNets in 5G wireless communications is first
described. Then, the state-of-the-art of the research works related to green HetNets
is introduced in details. Specifically, we classify the related research works into the
following two categories: (1) energy efficient green HetNets; and (2) green energy
powered wireless networks.

2.1 Green HetNets in 5G

The wireless communications in 5G era are expected to fulfill a wide variety of
requirements from both the operator and the user perspectives. On one hand, in order
to meet the explosive growth of the mobile traffic, the wireless industry needs to
significantly boost the system capacity by both excavating more spectrum resources
and increasing the spectrum efficiency. On the other hand, the unprecedented
expansion and densification of the wireless networks will cause huge energy
consumption and cost, which has become a major challenge in commercializing
the 5G systems. Green networking, as an energy-saving and eco-friendly approach
to solve the energy-related challenges, has won ever-increasing attention in both
academia and industry by its foreseeable potentials. The meaning of “green” has
two folds: energy efficiency and renewable energy sources. Developing energy-
efficient mechanisms for the radio access part of the system improves the system
service quality without increasing much energy cost; and using renewable energy
sources to power the wireless networks can effectively reduce the carbon footprint
and relieve the greenhouse effects. Both folds have gained wide consensus and
been incorporated as the main issues of the 5G development. Figure 1 illustrates
the connections among different research issues covered by 5G, where rectangles
with red rims show how the subject investigated in this chapter is connected to 5G.
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Fig. 1 Connections among different research issues covered by 5G

2.2 Energy Efficient Green HetNets

It is reported that the major part of the energy consumption (as much as 70 %)
for typical cellular networks comes from the radio access part [16]. Therefore,
improving the energy efficiency of the cellular access network is of crucial
importance in reducing the OPEX as well as cutting down the carbon footprints.
To this end, the HetNet becomes a promising solution in significantly enhancing
the network energy efficiency as densely deployed small cells can provide high-
speed services at a low transmission power. There have been a massive number of
existing works studying energy efficiency improvement in HetNets [7, 8], which can
be generally divided into two categories according to different pointcuts, namely
network topology control and radio resource management.

Network topology control is an effective methodology for improving energy
efficiency of HetNets, by optimizing the energy efficiency through deliberate
network planning and user association strategies subject to a set of system and
user constraints, e.g., the maximum power constraints of the BSs and the user QoS
requirements. As for the networking planning, the optimal network deployment in
terms of the minimal number of BSs and the deployment locations are determined
based on different metrics in different scenarios [17–21]. For instance, in [17],
Zhang et al. studied the optimal energy efficiency in a HetNet consisting of a
macrocell and multiple small cells. Exploiting the stochastic geometry theory [22],
the optimal small cell density was derived to maximize the energy efficiency under
coverage constraints. In [18], Klessig et al. investigated a HetNet composed of a
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random number of microcells overlaid with multiple hexagonal macrocells. The
optimal number of microcells for a reference cell area was determined to maximize
the energy efficiency under different network loads. In [19], instead of dealing with
the BSs that are always powered on, Saker et al. proposed to utilize macrocell
sleeping mechanisms to improve the network energy efficiency. Specifically, the
sleep and wake-up of the macrocells are carefully controlled to offload the users
from macrocells switched to sleep mode to small cells while satisfying the users’
QoS requirements. In [20], Zheng et al. put forward an energy-efficient scheme
where femtocells cooperate in clusters to decide in an autonomous manner when and
which femtocells should sleep and wake up. Particularly, femtocells with different
user access policies are taken into account. In [21], Cao et al. examined how the
energy efficiency of HetNets is impacted by the partial spectrum reuse (PSR) factor
of the microcells, which is defined as the portion of spectrum reused by microcells.
Optimal PSR factor was derived to determine whether to deploy more microcells
or switch off less macro BSs. In the aspect of user association, energy efficiency is
studied on both user side [23] and network side [24]. In [23], Zhang et al. studied the
energy-saving performance of user equipment in a HetNet with carrier aggregation
(CA) [25] and demonstrated that CA can be leveraged to save UE energy while
satisfying the user demand. In [24], an user association algorithm was proposed to
strike an energy-saving balance between the radio access and the backhaul links in
HetNets.

Improving the energy efficiency of HetNets via resource management mainly
aims at optimizing network resource allocation (e.g., bandwidth and power) to
maximize energy efficiency, subject to the intra- and inter-tier interference in
HetNets [10–12, 26, 27]. For instance, [10] studied how to optimize the transmis-
sion power of the femtocells to mitigate inter-cell interference while maximizing
the energy efficiency of the system. The results revealed that a much higher energy
efficiency could be achieved by sacrificing a relatively low loss in the spectral
efficiency. In [11], the orthogonal frequency division multiple access (OFDMA)
based HetNets were studied, where the joint subchannel allocation and power
control problem was formulated to maximize the sum energy efficiency of all BSs
subject to the BS power constraints and subchannel exclusivity constraints. In [12],
the energy efficiency was investigated in a cognitive radio cellular network where
the resource allocation problem was modelled as a Stackelberg game between
cognitive macrocells and femtocells. In [26], energy-efficient pre-coding scheme
for coordinated multi-point (CoMP) transmission in HetNets was studied, where
the MBS and SBS can cooperatively transmit to a same user to provide better
services. The optimal precoder structure was obtained to minimize the energy
consumption with considering the inter-cell interference. In [27], the backhaul
link power consumption of the CoMP HetNet was considered, and the resource
allocation problem was modelled into an energy efficiency maximization problem
subject to the spectral efficiency and user QoS constraints.
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2.3 Green Energy Powered Wireless Networks

Recent advances in green energy technologies make it a cost-effective solution to
power wireless networks compared with the traditional energy supplies. The optimal
rate adaptation in a single user energy harvesting system was studied in [28] to
minimize the packet delivery time. In [29], the optimum transmission policies was
presented for energy harvesting nodes with limited batteries. In [30], a directional
water-filling algorithm was introduced to achieve optimal transmission of energy
harvesting nodes over a wireless fading channel. Optimal power adaptation schemes
were studied in [31] to maximize the achievable rate of a single-user channel in
a device-to-device communication underlaying green cellular network, considering
both total power constraint and the BS power constraint, and further extended in [15]
to a single user relay channel for cooperative communications.

Besides the studies in a single user channel, the system performance of green
energy powered network were examined in different contexts. Solar energy powered
sensor network was first studied in [32], and experiments showed that near-perpetual
operation of a sensor node was possible with the developed prototypes of sustainable
sensors. The solar and wind powered wireless local area networks (WLANs) were
studied in [33, 34] and a solar battery configuration methodology along with an
outage control algorithm were proposed to minimize the energy outage at wireless
nodes. In [35], an optimal green AP placement problem was formulated to find
a minimal number of green access points (APs) powered by renewable energy to
be deployed in constrained locations and to provision QoS to mobile users. The
network throughput and energy sustainability in the green-energy-powered maritime
wireless network was studied in [36]. Resource allocation and energy management
in sustainable mesh networks have also been studied. In [37], the fundamental
design criterion of a sustainable wireless network was elaborated. It explained that
under the green network paradigm powered by renewable energy, communication
and networking protocols across the protocol stack should be re-visited, as the
design criteria has been shifted from energy efficiency to energy sustainability.
Different routing schemes are examined and compared in the context of sustainable
networks in [38], aiming to distribute the traffic loads evenly over the network to
improve the network sustainability. It was shown in that traditional routing strategies
which did not consider environmental energy supply achieve poor performance, and
it was crucial to adapt the routing decisions to the time varying power supply condi-
tions in a sustainable network environment. However, how to accurately capture and
model the power conditions was not discussed. In our previous work [39], a generic
energy model was developed to characterize the dynamic energy charging and
discharging processes, and an adaptive resource management scheme was proposed
for a green mesh network using renewable energy. The objective was to maximize
the energy sustainability of the network, or equivalently, to minimize the failure
probability that the mesh APs depleted their energy and went out of service by
distributing the traffic loads appropriately across the mesh network.
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With the dense deployment of small cells to improve the capacity of a multi-
tiered cellular network, it is well recognized that small cells can benefit from green
energy supplies while macro cells usually require fairly high power and less likely
to use harvested energy to serve mobile users. Generally, green energy powered
BSs have a higher CAPEX but a lower OPEX, and vice versa for traditional BSs.
By careful analyzing the CAPEX and OPEX of the two types of BSs, it was
shown in [13] that gradually deploying green energy powered small cell BSs was
an economically convenient solution for mobile operators to provide sustainable
network services. The spatial and temporal dynamics of energy harvesting in a
cellular network was studied in [14, 40–42]. The availability region for a set of
self-powered BSs was investigated in [14], considering the uncoordinated on and
off operations of green BSs based on the available energy levels. A new network
architecture that overlays an uplink cellular network was proposed in [40] to deploy
power beacons which can charge mobile devices by microwave radiation. An
energy field model was developed to analyze the coverage of self-powered green
cellular network in [41], where the energy harvesters are distributively deployed
in clusters and the generated energy from the same cluster was aggregated and
then redistributed to power BSs. In [42], a joint network deployment and resource
management problem was formulated for a two-tier cellular network such that the
minimal number of small cell BSs were deployed with optimal subcarrier allocation
to ensure full network connectivity and users’ QoS requirements can be fulfilled
with the harvested energy under the cost constraint.

The aforementioned works mainly studied network deployment or power man-
agement schemes to achieve a sustainable green cellular network. To the best of
our technology, the resource management issues especially the admission control
strategy for a green HetNet is not well investigated yet. In addition, due to the
dynamic energy charging and limited battery size, the energy outage may occur
stochastically. No existing work has extensively studied the impacts of energy
depletion of one or multiple SBSs on the overall sustainable network performance.

3 System Model

3.1 Network Model

We consider a heterogeneous network composed of different types of base stations
serving different coverage areas. As shown in Fig. 2, there is one macrocell and
multiple small cells. Due to the high power consumption and critical always-
on operation requirements, the MBS is powered by both renewable energy and
traditional energy from the electricity grid1; while the small cell base stations
(SBSs) are powered by renewable energy supplies. In such a HetNet, the MBS
uses the whole spectrum band for communications and each SBS uses only a

1For the MBS, renewable energy source is the first choice. The electricity grid provides supple-
mental energy source to guarantee the power supply of the MBS at all times.
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Fig. 2 Green HetNets with renewable energy supplies

subset of the spectrum bands for communications. Generally, orthogonal frequency
division multiple access (OFDMA) is adopted as the radio access technology
for both macrocells and small cells, and small cells will experience co-channel
interference from the macrocell and the neighboring small cells when they use the
same frequency subcarriers for communication. Denote the MBS as m and the set
of SBSs as S. Each small cell BS can provide high-rate multimedia services to the
users within its coverage range. One typical network scenario is a household or
an office building where a green SBSs with solar panels or wind turbines can be
installed on the roof of the building to harvest energy from the environment, e.g.,
sunlight or wind. When one user arrives in the system, it checks for the available
BSs in the neighborhood. In a high density HetNet, it is possible that a user is within
the coverage areas of multiple SBSs, and the user will first choose the closest SBS
to associate with, provided that it can be accommodated by the target SBS based on
certain admission control criteria. If the association request is rejected, the user will
choose the next closest SBS to associate with. The process is repeated until the user
is successfully admitted by a BS, either a small cell BS in its neighborhood or the
MBS if no nearby small cell has sufficient network resources to serve the user.
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As the initial step, only downlink transmissions are considered for both macro-
cells and small cells. For small cells, bandwidth is usually sufficient and the
renewable energy supply is the bottleneck. This is acceptable since bandwidth
can be rich with advanced wireless technologies (e.g., carrier aggregation in both
licensed and unlicensed band2 and a small number of users due to the relatively
small coverage of SBSs while energy is more limited resource when renewable
energy is exploited to provide mobile multimedia services. A SBS is on operation
when it has sufficient charged energy to serve the associated users, and will become
off and out of service if the charged energy is used up. When this happens, all
users associated with the out-of-power SMB need to re-associate with nearby SBSs
or MBSs, which causes long delay or even interrupted services. A out-of-power
SBS may resume to on state for services when the energy is charged to a certain
threshold. For the always-on MBS, the energy is sufficient due to the complementary
energy supply from electricity grid, yet the bandwidth may become the bottleneck
when there are a large number of users associated with the MBS, due to the large
communication coverage of MBS.

Each mobile user has a certain QoS requirement, i.e., the minimum transmission
rate of user i is denoted as ri; i 2 Us (Um), where Us (Um) is the set of users that are
associated with SBS s (MBS m). According to the Shannon theory, ri in small cells
can be derived as

ri D Wsi log.1C Ptdsi
�˛

n0Wsi C P

j2fmg[Sns

Iji
/; 8i 2 Us; 8s 2 S (1)

where Wsi is the bandwidth assigned by SBS s to its associated user i, Pt is the
transmission power of the SBS to the associated user i, dsi is the distance between
the SBS s and the associated user i, ˛ is the pass loss exponent, n0 is the noise
power spectrum density, and Iji is the perceived interference at user i from base
station (BS) j (either MBS or SBS). The perceived interference Iji is a stochastic
variable which is closely related to the distance between user i and neighboring BS
j, the transmission power of BS j and the sub-carrier allocation at each BS. The
perceived interference can be effectively estimated leveraging standard estimation
methods [43]. Since bandwidth is rich for small cells in the considered scenario,
Wsi is adaptively adjusted to combat the perceived interference to satisfy the
transmission rate requirement (i.e., ri) of each user. Similarly, if user i is served
by the MBS m, the transmission rate of user i is

ri D Wmi log.1C P0
tdmi

�˛

n0Wmi C P

j2fmg[Snm

Iji
/; 8i 2 Um: (2)

where P0
t denotes the transmission power of MBS to each macrocell user.

2FCC opened 100 MHz spectrum in 5 GHz band for unlicensed use in 2014, and plans to open an
additional 195 MHz spectrum in the near future. The abundant unlicensed spectrum band provides
great potential for cellular operators to deploy high density small cells that operates in unlicensed
5 GHz band.



Resource Management in Sustainable Green HetNets with Renewable Energy Sources 513

3.2 Energy Model

Each green BS is equipped with an energy buffer that stores the harvested renewable
energy for future use. Denote the buffer energy level at time t by Es.t/, s 2 S[ fmg.
Let Es.0/ be the initial energy buffer level, and Cs.t/ be the amount of charged
energy over the time interval Œt � 1; t�. Due to different environmental conditions
(e.g., various sunlight intensities or wind strengths at different geographical posi-
tions and time periods), the charging rate of an SBS may vary uniquely with each
other. Thus, in this paper, the buffer charging process is modelled as a continuous-
time stochastic event arrival process with an arbitrary but stationary distribution;
the charged energy units are considered as the arrival events in the buffer. Denote
the mean and variance of the inter-arrivals of the energy charging as �c and �2c ,
respectively. For SBS s, the energy stored in the buffer at time t is subject to the
boundary conditions, i.e., 0 < Emin

s 
 Es.t/ 
 Emax
s . Emin

s is the minimum required
energy in the buffer to ensure normal BS operations such as signal processing
and cooling system; Emax

s is the maximum capacity of the energy buffer. Without
loss of generality, this energy buffer model can be further simplified by letting
0 
 Es.t/ 
 Bs where Bs D Emax

s � Emin
s . In the following section, we study the

case that the buffer capacity is sufficiently large to store the harvested energy, i.e.,
Bs !1. The analysis for finite buffer capacity will be included in the future work.

Denote the energy used for of a packet transmission as eu. We normalized that
eu D 1 energy unit for presentation convenience. The packet arrival of each user is
modelled as a stochastic process with an arbitrary but stationary distribution. The
mean and variance of the inter-packet arrival are �0 and �02, respectively. Given
the traffic model for a single user, the mean and variance of the aggregated packet
arrivals for one SBS s can also be measured, which are equivalent to the mean
(denoted as �s;d) and variance (denoted as �2s;d) of the discharging interval of the
energy buffer in SBS s, respectively.

Given the above energy buffer model, the energy queue evolves as follows. The
total amount of energy of SBS s discharged during Œt � 1; t�, denoted as Ds.t/, is
given by

Ds.t/ D
X

i2Us

Ni.t/e
u; (3)

where Ni.t/ denotes the number of packets of user i transmitted by SBS s within
Œt � 1; t�. Therefore, the energy level of SBS s at time t is calculated as

Es.t/ D minfmaxfEs.t � 1/C Cs.t/ �Ds.t/; 0g;Bsg:vs (4)

The evolution of the energy buffer of an SBS is illustrated in Fig. 3. Generally, the
energy charging and discharging are random processes, and the rates of which vary
over time yet their first and second moments can be measured. The energy buffer
increases when the energy charging rate is higher than the energy discharging rate,
and decreases otherwise. An energy buffer may deplete temporally when the energy
level reaches 0, i.e., Es.t/ D 0.
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Fig. 3 Energy buffer evolution under random charging and discharging processes. (a) Energy
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4 Energy Sustainability Analysis

In this section, a generic analytical framework is developed to analyze the energy
buffer. The diffusion approximation approach is applied to study the energy buffer
evolution in the infinite buffer size case. For notational simplicity, we omit the SBS
index s in the notations of the previous section (e.g., Es.t/ to E.t/). Given the initial
energy level E.0/, the buffer may be depleted when E.t/ reaches 0 due to energy
discharging for downlink transmissions. When one SBS is depleted, it becomes
temporally unaccessible and all the associated users need to find alternative BSs
(other nearby SBSs or the MBS) to connect with based on the association policy
described in Sect. 3.1. Therefore, it is critical to ensure energy sustainability of
SBSs. To address this issue, we need to answer the following questions: (1) how
to derive the depletion probability for a given initial energy level in the buffer and
cell load conditions, (2) how to design effective admission control policy based on
the depletion probability, and (3) to what extend the depletion of one or multiple
SBSs will degrade the overall network performance.



Resource Management in Sustainable Green HetNets with Renewable Energy Sources 515

With infinite buffer capacity, all the harvested energy can be stored in the buffer.
According to the system model, both the charging and discharging processes are
random processes with arbitrary but stationary distributions. Thus, the energy buffer
can be modelled into a G/G/1 queue. The mean and variance of the inter-charging
(inter-discharging) intervals are �c (�d) and �2c (�2d ), respectively. To make the
G/G/1 queue tractable for analysis, the diffusion approximation method is exploited
by approximating the discrete-event queue via a continuous random process [44].
Specifically, the discrete energy queue length E.t/ is approximated to a continuous
random process Y.t/ in the way that the increase of Y.t/ over a small period dt
follows a normal distribution, i.e.,

dY.t/ D Y.t C dt/� Y.t/ D �dtC n.t/�
p

dt;

where � D 1
�c
� 1

�d
; �2 D �2c

�3c
C �2d

�3d
;

(5)

In Eq. (5) � and � are the mean and standard variance of dY.t/, respectively, and
n.t/ is the standard Gaussian process (i.e., with zero mean and unit variance). Given
the initial energy level E.0/ D e0, the conditional probability density function (pdf)
of Y.t/, which also refers to the energy buffer level at time t E.t/, can be expressed as

fY.y; tje0/ D P.y < Y.t/ 
 yC dyje0/
dy

: (6)

According to [44], fY.y; tje0/ satisfies the forward diffusion equation

@fY .y; tje0/
@t

D �2

2

@2fY.y; tje0/
@y2

��@fY .y; tje0/
@y

; for Y.t/ � 0 and t > 0: (7)

To solve the above forward diffusion equations, the method of images [45] is
utilized to obtain the expression of the conditional p.d.f. as

fY.y; tje0/ D @
@y

n
Z. y�e0��t

�
p

t
/� e2�y=�2Z.� yCe0C�t

�
p

t
/
o
; (8)

where Z.y/ is the standard normal integration, Z.y/ D R y
�1

1p
2	

e�x2=2dx.
After obtaining the conditional p.d.f. of the energy buffer size at time t,

i.e., fY.y; tje0/, two main performance metrics can be derived: (1) the depletion
probability given initial energy level e0; and (2) the distribution of the energy
depletion time, denoted by T.e0/, i.e., from the initial time with the energy level
of e0 till the time when the energy buffer full depletes and reaches zero for the first
time, EŒt� D 0. Thus, we have

T.e0/ D inf.t � 0jY.t/ D 0;Y.0/ D e0/: (9)
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The energy depletion time is an important sustainability metric for green HetNets
which indicates the maximum time duration that the SBS can sustain the demands
of the small cell operation before it becomes out of service, for a given initial
energy level. In stochastic theory, T.e0/ is also referred to as the first passage
time of Y.t/ from e0 to 0. The p.d.f. of T.e0/, denoted as fT.tje0/, can be derived
similarly to fY.y; tje0/ based on the diffusion equations with the absorbing barrier at
0. According to [44], the diffusion equations are given by

fT.tje0/ D lim
x!0

n�2

2

@fY.y; tje0/
@y

� �fY .y; tje0/
o
: (10)

Based on Eq. (10), the p.d.f. of T.e0/ can be derived as

fT.tje0/ D e0p
2	�2t3

exp
h
� .e0 C �t/2

2�2t

i
: (11)

Then, the moment generation function of T.e0/ can be expressed as

ˆT.sje0/ D
Z C1

0

exp.st/fT .tje0/dt D exp
h
� e0
�2
.�C

p
�2 � 2�2s/

i
: (12)

The moment generation function can be utilized to derive the first and second
moments of a random process by calculating the first-order and second-order
differential equations of Eq. (12) with respective to s, respectively. Thus, the mean
and variance of T.e0/ when � ¤ 0 are calculated as

EŒT.e0/� D @ˆT .sje0/
@s jsD0 D


exp.�2e0�=�2/e0=�; if � > 0;
�e0=�; if � < 0I (13)

and

VŒT.e0/� D EŒT.e0/2� � E2ŒT.e0/� D @2ˆT .sje0/
@s2

jsD0 � E2ŒT.e0/�

D
(

exp.�2�e0
�2

/.
e20
�2
C e0�2

�3
/ � exp.�4e0�

�2
/

e20
�2
; if � > 0;

�e0�2=�3; if � < 0:

(14)

If s! 0,ˆT.sje0/ will result in the conditional probability of approaching to the
absorbing barrier (i.e., Y.t/ D 0), given the initial energy level of e0. Thus, we have

P.Y D 0je0/ D lim
s!0

ˆT.sje0/ D


exp.�2e0�=�2/; if � � 0
1; if � < 0:

(15)

It can be seen from Eq. (15) that when the energy charging rate is smaller than the
energy discharging rate, i.e., � < 0 (or equivalently, 1=�a < 1=�d), the energy
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buffer will deplete eventually and Y.tje0/ will become 0 with probability 1. When
� � 0, although the energy charging rate is no less than the energy discharging rate,
it is still possible that the energy buffer may deplete with a certain probability due
to the variances of the charging and discharging rates. In such case, the depletion
probability is dependent on the initial energy level e0, and the first and second
moments of the energy charging and discharging processes.

5 Adaptive Admission Control Strategy for Small Cells

In this section, a distributed energy-aware user admission control strategy is
proposed for small cells based on the queueing analysis of the energy buffer.
Generally in a green HetNet, as a user will always attempt to associate with a
nearby SBS first for achieving a higher transmission rate at a shorter distance and
with a lower transmission energy cost, compared with the MBS; and a user will
associate with the MBS only when no nearby SBS can accommodate it. Besides
the bandwidth and energy efficiency of small cell communications, it is desirable
because the MBS may need to use the energy from the electricity grid to serve
wireless users, which involves extra cost. Thus, our admission control strategy at
SBSs aims at protecting each SBS from being depleted its energy and becoming out
of service due to admitting too many users while helping relieve the traffic burden
from the MBS as much as possible, taking into consideration the transient energy
level, cell load conditions, and charging capabilities. The strategy is implemented in
each SBS and is conducted when the network conditions change (e.g., when a user
arrives at or leaves a small cell, energy buffer of a small cell depletes, and a small
cell recovers from depletion).

Basically, the admission control strategy tackles the tradeoff between the sus-
tainability of the small cells and the traffic offloading from the macrocell. On one
hand, according to Eq. (15), when the energy charging rate is higher than the energy
discharging rate at one SBS (i.e., � > 0), the SBS depletion probability reduces
as the discharging rate reduces. In other words, admitting a fewer number of users
to one SBS can help improve the SBS sustainability. On the other hand, if a fewer
number users are admitted to small cells, the MBS has to provision QoS to more
users, probably resulting in bandwidth exhaustion after the network capacity is
reached when the user density is high. When the bandwidth exhaustion occurs, no
more users should be admitted, otherwise the QoS requirements of some macrocell
users cannot be guaranteed, leading to significant user dissatisfaction. Therefore, the
energy-aware admission control strategy should deliberately adjust the admission
criteria to well balance the tradeoff.

In a small cell, each admitted user should be provided with guaranteed service;
that is, once the user is admitted by a small cell, its transmission rate requirement is
guaranteed by 100%. When a new user sends an association request to a SBS at time
t, the SBS will check the traffic demands of the user, admit it only if its depletion
probability condition is under a desired threshold � after admitting the user, based
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on its current energy level (i.e., E.t/) and the energy charging capability, i.e.,

P.Y D 0jE.t// 
 � � 1:

) P.Y D 0jE.t// D exp Œ�2E.t/�=�2� < �; � > 0:
(16)

The threshold � is an adjustable parameter but should be kept far less than 1, � << 1,
to guarantee a sufficiently small risk of energy depletion, which leads to a necessary
condition that the charging rate of the energy buffer is required to be larger than the
discharging rate. Smaller � indicates more strict criteria in admitting a user. Based
on the admission criteria of small cells, the admission control strategy is outlined as
follows.

• When a user arrives in the network, it first creates a BS set (denoted as Sc)
within whose coverage it is located, and sort the BSs (SBSs and the MBS) in
the descending order of the signal strength. The user will first send a network
association request to the BS with the highest signal strength, usually the closest
SBS. Upon receiving the request, the SBS will examine whether the admission
criteria is satisfied. If so, the user will be admitted and associated with the
SBS; if the condition cannot be satisfied, the user will be rejected and have
to attempt network association with the next BS in the list of Sc. If no small
cells can accommodate the user, the user will be associated to the MBS for
communications, given the network capacity is not reached or the bandwidth
is not exhausted.

• When a user leaves a small cell so that the SBS can accommodate more users, the
SBS will broadcast this information periodically. If any user within the coverage
receives the message, it will send an association request to the SBS if the SBS
has a better channel condition compared with the currently associated BS (MBS
or SBS). The SBS processes the requests based on the first-come-first-serve
principle and accommodate the requesting user(s) if the admission criteria (16)
is satisfied in order to offload the traffic burden from the MBS and provide more
bandwidth and energy-efficient communications.

• In addition, if by any chance an SBS depletes its energy (with a probability
smaller than �), the SBS will be temporally unaccessible, and all the associated
users may need to find an available SBS or the MBS for network access.

• After an SBS depletes, no users can be served, and the energy discharging
rate becomes zero. The SBS starts the recovery process where the energy is
accumulated in the battery or energy buffer. When the energy queue accumulates
to e0, the SBS starts to broadcast the information periodically. Users receiving
the messages update the list of available SBSs and sort them in the descending
order of the signal strength. A user served by other BSs may choose to associate
with the resumed SBS if it provides better services, i.e., a higher signal strength,
for energy-efficient communications.

To summarize, flow charts are presented in the following to illustrate the
admission control and user association procedures for all situations (Fig. 4).
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Fig. 4 Flow chart for admission control and user association procedures for all situations.
(a) Admission control procedure in SBSs. (b) User association procedure

6 Performance Evaluation

In this section, simulations are conducted to validate the analytical framework of
energy buffer and evaluate the impact of admission control criteria on the resource
(i.e., transmission power and bandwidth) utilization of the green HetNet powered
by the renewable energy sources.

6.1 Simulation Setup

In the simulation, we have a dense HetNet composed of one macrocell and Ns

(Ns D 30 if not otherwise specified) overlaid small cells, as shown in Fig. 2. The Ns

small cells (with a radius of r meters) are uniformly distributed within the macrocell
coverage (with a radius of R meters) and may overlap with each other. The user
arrivals and departures are modelled with Poisson processes with equal rates so that
the number of users in the network can be kept at the same level in long term. For
the user spatial distributions, one user may stay in a small cell with probability 5=6
and outside of the small cells with probability 1=6. Users are uniformly distributed
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Table 1 Simulation parameters

Parameters Values

Time slot duration 1 ms

Coverage radius of the macrocell, R 500 m

Coverage radius of a small cell, r 30 m

MBS power spectrum density, Pm �23:5 dBm/Hz

SBS transmission power for a user packet, Pt �6:49 dBm

Noise power spectrum density, n0 �174 dBm/Hz

Available spectrum bandwidth for the MBS 10MHz

Subcarrier bandwidth 15 kHz

Subcarriers allocation strategy Random selection

User transmission rate requirement, ri 300 kbps

User packet size 150 bits

Path loss component, ˛ 2

Initial energy level of SBS, E0 Uniform distributed on [5,25] energy units

Admission control criteria, � [0.001,0.5]

both inside and outside the small cells. The simulation starts with 360 users with 10
users inside each small cell and 60 users outside the small cells.

For any user, the packet arrival process at the associated BS is modelled as
Poisson process with an average inter-packet interval of u0 D 20 time slots.
According to the system model, the transmission energy of an SBS for one packet is
eu D 1 energy unit via adjusting the allocated bandwidth. For the energy charging
process at a SBS, the inter-charging interval is randomly selected from f1; 2; 3; 4g
time slots with a certain probability mass function. For instance, if the probability
for choosing f1; 2; 3; 4g is f0:4; 0:4; 0:1; 0:1g, respectively, the mean and variance
for the inter-charging interval will be �c D 1:9 and �2c D 0:89, respectively. Other
main parameters used in the simulations are summarized in Table 1. The simulation
data is obtained via averaging over 1000 simulation runs.

6.2 Simulation Results

We first examine the validity of the analytical model of energy buffer by inves-
tigating the evolution process of an energy buffer. The depletion probability of
an energy buffer with different initial energy levels are shown in Fig. 5. We let
� > 0 in the corresponding simulations since the depletion probability is 1
when � < 0. To reflect the relationship between the energy buffer and the cell
load conditions, ten users are connected to an SBS without leaving the network.
Two values of the average inter-packet interval are simulated (i.e., �0 D 20 and
�0 D 21), respectively. It can be seen that the depletion probability descends with
the increase of initial energy level e0, and the exponential trends of the analytical
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Fig. 5 The depletion probability for an energy buffer P.Y.0/ D 0je0/ vs. initial energy level e0.
Default values: �c D 1:9, �2c D 0:89, �d D 2, and �2d D 4

results approach well with the simulation ones. With a higher initial energy level
or an energy charging rate, it is less likely that the energy buffer will depletes, and
thus the depletion probability is smaller. Besides that, the gap between the analytical
and simulation results is slightly smaller when �d D 2:1 than that when �d D 2.
This is as expected since the diffusion approximation approach is proven to be more
accurate when the queue length is larger [44], and the average queue size when
�d D 2:1 is larger since the corresponding discharging rate is smaller than that
when�d D 2. This explanation also applies to the observation that the gap is slightly
larger when the initial energy level e0 is smaller.

The cumulative distribution function (CDF) of the first passage time from
the initial energy level to 0 (i.e., T.e0/) is presented in Fig. 6. Three e0 values
are simulated. It can be observed that the analytical results match well with the
simulation results. In addition, for a given T.e0/ value, the cumulative probability
is larger for a smaller e0. This is because when the energy charging rate is smaller
than the energy discharging rate (i.e., 1=�c < 1=�d), the queue depletes faster with
a smaller initial energy e0, leading to a smaller first passage time from e0 to 0, i.e.,
T.e0/. As a result, when e0 is smaller, it is less likely that the SBS can sustain the
traffic demands of its cell for a certain time, or equivalently the probability that
T.e0/ is smaller than a given value is higher.

After verifying the energy model, we then simulate the HetNet to investigate
the impact of the admission control criteria � on the resource utilization of the
network, especially the MBS. For different � values, two metrics are examined, i.e.,
the bandwidth exhaustion probability when the network capacity is reached, and
the overall transmission power of the MBS. The results are shown in Fig. 7. It can
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Fig. 7 The impact of admission control criteria � on bandwidth and power consumption of the
MBS. Default values: �c D 1:9, �2c D 0:89, �0 D 20, �20 D 400, and Ns D 30

be seen that when � increases from 0.001 to 0.5, the average overall transmission
power of the MBS first decreases and then increases. This can be explained as
follows. When � is small, increasing � will increase the number of admitted users
in each small cell. As a result, fewer users are connected with the MBS, thus the
overall transmission power of the MBS decreases. When � is large, increasing �
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will lead to a larger depletion probability for small cells. Consequently, although
more users can be admitted with a larger � for small cells, more small cells may
deplete its energy and become unavailable for services; and the associated users
with the unavailable SBSs will then connect to the MBS instead. In such a case,
more transmission powers are used at the MBSs to provide services to the users
whose associated SBSs are depleted.

The bandwidth exhaustion probability represents the probability that the MBS
runs out of bandwidth or reaches its network capacity in providing QoS guaranteed
service to the associated users. When bandwidth exhaustion occurs, the following
user requests will be rejected, otherwise the QoS requirements of some associated
users cannot be satisfied, which result in degraded service dissatisfaction of the
users. It can be seen from Fig. 7 that when � increases, the bandwidth exhaustion
probability first stays 0, and then monotonically increases to 1 when the capacity
is reached and no more user can be admitted. The monotonic trend indicates the
dominative role that the small cell depletion probability plays in the bandwidth
utilization of the MBS. When � is very small, although a fewer number of users
can be admitted to the small cells, the macrocell users do not used up the bandwidth.
When � becomes large, although more users can be admitted in the small cells, small
cell energy depletion occurs more as well due to the loose admission control criteria.
Depleted SBSs will results in more users associated with the MBS and thus more
bandwidth is needed at the MBS. As a result, the bandwidth exhaustion probability
increases. When bandwidth is exhausted, the average transmission power of the
MBS remains unchanged when the network capacity is reached.

A more intuitive illustration for bandwidth exhaustion can be found in Fig. 8,
which exhibits in one simulation run the total required bandwidth from all the
macrocell users as time changes. It can be seen that when � D 0:001, the small
cell depletion probability is very small, and the impulse caused by the depletion
only occurs occasionally. The bandwidth exhaustion does not happen in the whole
horizon. When � increases, the depletion probability increases, resulting in that more
than 1 small cells deplete their energy at the same time. Consequently, bandwidth
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Fig. 8 The bandwidth exhaustion conditions over time. The notation BW denotes the aggregate
required bandwidth from all macrocell users in each time slot. (a) � D 0:001. (b) � D 0:01.
(c) � D 0:1. (d) � D 0:2
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Fig. 9 The bandwidth exhaustion probability and average transmission power of the MBS vs. the
small cell density. Default values: �c D 1:9, �2c D 0:89, �0 D 20, �20 D 400, and � D 0:1

exhaustion may occur occasionally. When � D 0:1, bandwidth exhaustion becomes
more frequent due to s higher depletion probability. When � is large (e.g., 0.2),
bandwidth is exhausted in most of the time slots except the very beginning. There-
fore, it can be concluded from Figs. 7 and 8 that optimal admission control criteria
� exists for small cells in striking the tradeoff between small cell sustainability and
macrocell resource utilization.

Figure 9 presents how the bandwidth exhaustion probability and average trans-
mission power of the MBS are affected by the small cell density when the admission
control criteria � is fixed. It can be seen that with increased number of small cells
in one macrocell, both the bandwidth exhaustion probability and the average MBS
transmission power decrease. The results are intuitive since given �, more small cells
can accommodate more users and reduce the number of macrocell users without
increasing the depletion probability. Consequently, more MBS transmission power
is saved and the bandwidth exhaustion probability is brought down.

Figure 10 shows how the bandwidth exhaustion probability and average trans-
mission power of the MBS change with the average initial energy level of the SBSs.
In each simulation run, the initial energy of each SBS is uniformly and randomly
chosen from the interval Œe0 � 3; e0 C 3�. The average value is obtained over 1000
runs. It can be observed that starting from the average value of 9, both examined
metrics decrease as the average initial energy level of the SBSs increase. The reason
is similar with that for Fig. 9, i.e., higher average initial energy level allows one SBS
to accommodate more users and reduce the number of users connected to the MBS.
In addition, one interesting observation may be noted that a trough occurs when the
average initial energy level increases from 5 to 9 energy units. This phenomenon is
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Fig. 10 The bandwidth exhaustion probability and average transmission power of the MBS vs.
the average initial energy level e0 of the SBSs. Default values: �c D 1:9, �2c D 0:89, �0 D 20,
�20 D 400, � D 0:1, and Ns D 30

counter-intuitive at first glance but reasonable after a second thought. When e0 D 5
and e0 D 7, the number of users that can be admitted into a small cell satisfying
� D 0:1 is the same, but the number of admitted users gradually increases when
e0 D 9 and e0 D 11, etc. This is because when the initial energy level is low,
the energy depletion probability is relatively high, and users should be admitted
conservatively. When the initial energy is abundant, more users can be admitted.
This explains why the number of admitted users do not change when e0 increases
from 5 to 7, but changes afterwards when e0 is large. We also validate the number
of admitted users in the simulations by checking the intermediate results. Given
the same number of admitted users, the SBS depletion probability when e0 D 7

is considerably smaller than that when e0 D 5 according to Eq. (15). As a result,
the SBSs when e0 D 7 are less likely to be depleted, leading to a smaller average
number of macrocell users. When e0 D 9, the number of users that can be admitted
into a small cell increases (i.e., the discharging rate is increased), resulting into a
larger SBS depletion probability and larger average number of macrocell users.

Figure 11 illustrates how the average small cell throughput changes with different
� values when �0 D 20 and �0 D 21, respectively. Different �0 values indicate
different energy discharging rates from the energy buffer. It can be found that for
either curve, the average throughput of small cells first increases slightly and then
drops dramatically as � increases. The reason is as follows. There are two major
factors that affect the average small cell throughput: SBS depletion probability and
�. When � plays a dominant role, i.e., the performance gain of more admitted users
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Fig. 11 The impact of admission control criteria � on the average small cell throughput. Default
values: �c D 1:9, �2c D 0:89, and Ns D 30

due to looser admission control criteria surpasses the performance loss due to higher
depletion probability, the average small cell throughput increases. The situation
is reverse when the negative impacts of energy depletion becomes the dominant
factor that surpasses the performance gain of more admitted users. In addition, the
dominant factors vary at different charging rates and admission control criteria, and
we observe that there are two cross points between the two curves in Fig. 11.

7 Conclusion

In this chapter, we have developed a generic analytical framework to study the
energy sustainability of a green HetNet powered by renewable energy sources, by
characterizing the dynamics in the energy charging and discharging processes. We
have derived the closed-form solutions of the energy buffer at SBSs, i.e., the energy
depletion probability and average energy depletion time. Based on the analysis, we
have further proposed a distributed admission control scheme to strike the balance
between high resource utilization of the green HetNet and the energy sustainability
of SBSs, by effectively controlling the volume of the offloaded traffic from the
macrocell to small cells.

In our future work, we plan to jointly consider bandwidth allocation and power
management in a green HetNet powered by sustainable energy sources, considering
the inter- and intra-tier interference among different cells, and finite energy buffers
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installed at BSs. How to optimally deploy the minimal number of green BSs to
ensure network coverage and fully sustainable network operation of a green HetNet
will also be under investigation.
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Resource Allocation for Cooperative D2D
Communication Networks

Shankhanaad Mallick, Roya Arab Loodaricheh, K.N.R. Surya Vara Prasad,
and Vijay Bhargava

Abstract Device-to-device (D2D) communications technology is currently being
investigated as a potential enabler for the fifth generation (5G) communication
networks. Significant performance gains are achievable in a cooperative D2D
framework, wherein the user equipments (UEs) cooperate with each other to
enable a variety of low-latency proximity-based services or to establish indirect
communication links with the Base Station (BS) whenever direct service coverage
is not possible. This chapter is focused on the throughput gains achievable in the
latter scenario, i.e., when few UEs perform relaying operations to provide indirect
service coverage to other UEs. In this direction, resource allocation problems
are formulated for a variety of system models operating under the orthogonal
frequency division multiple access (OFDMA) cellular or cognitive radio (CR)
access architectures. The performance of mobile D2D relaying under different
scenarios is evaluated. The system models are designed to study the benefits of
incorporating additional capabilities at the devices, such as packet storage (using
buffers), energy-harvesting, and cognitive spectrum access within the cooperative
D2D framework. Depending on the system model, efficient algorithms are proposed
to obtain optimal power allocation, subcarrier assignment, subcarrier pairing, and
relay-UE selection policies which maximize the system throughput under a variety
of system-dependant constraints. Simulation results demonstrate the effectiveness of
our proposed algorithms and the performance improvement of mobile D2D-relaying
networks over conventional networks.

1 Introduction

Device-to-device (D2D) communication is a radio technology which allows nearby
devices (such as mobile phones and computers) to establish local communication
links with each other. The local communication links, established either on the
licensed or the unlicensed spectrum, allow traffic to flow directly between them
without traversing the conventional path via the base stations (BSs) [1]. Consider,
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Fig. 1 In conventional systems, UE1 and UE2 communicate via the BS, irrespective of their
proximity to each other. However, in D2D enabled communication, network latencies and
throughput rates can be significantly improved by establishing local communications with the help
of signalling assistance from the BS

for example, a scenario where two user equipments (UEs), located within close
proximity to each other, should share gigabytes of data on a regular basis through a
wireless medium. If D2D communications are enabled, as shown in Fig. 1, the BS
coordinating these devices is no longer a traffic bottleneck between the source and
the destination.

D2D communications can potentially improve the end-user experience by
reducing network latency, reducing power consumption, increasing peak data rates,
and facilitating several proximity-based services [2]. Moreover, since D2D is a
short-distance based communication technology, sufficiently separated D2D links
can simultaneously operate on the same frequency band, thereby facilitating dense
spectral reuse across the network. Due to these added benefits, D2D has been
specified by 3GPP in LTE Release 12, as a technology with focus on the applications
of proximity-based services and public safety communication [3, 4].

In proximity-based services, devices detect their proximity and subsequently
trigger a variety of services including, for example, mobile social networking,
mobile marketing, proximal multi-player gaming, advertising, local exchange of
information, and smart vehicle-to-vehicle communications [5]. In public safety
support, D2D can provide local connectivity to the UEs when the central radio
infrastructure is damaged. Therefore, UEs can benefit significantly from a number
of public safety services with the help of D2D technology. However, D2D brings
a unique set of research challenges to the network designer. The most important
research challenges include the design of smart devices, information security,
interference management, and mobility management.
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1.1 Cooperative D2D as a Technology Enabler for 5G

D2D communication is also being considered as one of the state-of-the-art tech-
nologies for the 5G network architecture [6, 7]. This is because D2D-enabled 5G
networks can support a plethora of services such as, cellular network offloading,
low-latency tactile applications, vehicle-to-vehicle communication, national secu-
rity and service advertisement. Recent research shows that D2D communications
within the shared cellular spectrum controlled by cellular infrastructure achieve the
following potential gains:

1. Spectral or network capacity gain: by sharing radio resources efficiently between
conventional and D2D-enabled UEs.

2. User data rate gain: high peak rates may be achieved when UEs are close to each
other with strong propagation links between them.

3. Latency gain: direct communication between UEs bypassing the network infras-
tructure reduces the end-to-end latency.

Additionally, D2D connectivity makes it possible for mobile devices in the multi-
tier 5G network architecture to function as transmission relays for each other. Such
cooperative mobile relaying methods have recently attracted significant attention
because they can greatly improve the network performance without deploying
new BSs [8]. By allowing relay-based communication, it is possible to improve
network coverage and quality of service and to achieve similar performance benefits
as in multiple-input-multiple-output (MIMO) systems. The idea of relaying is
particularly attractive for the cell-edge users and for the users in coverage holes. In
conventional relay systems, fixed relay stations are installed on a per-demand basis.
Fixed relay stations not only result in significant infrastructure and maintenance
costs for the operators, but also consume significant amounts of power. In this
regard, mobile UEs with strong communication links to the BS can help as relays,
via D2D communication, to other UEs with heavy blockage and shadowing at no
additional cost to the mobile operators. In other words, mobile relaying via D2D
communication can enhance the performance of cellular networks by taking the
advantage of “shadowing diversity”.

Consider the D2D relaying example illustrated in Fig. 2. The BS has to communi-
cate some information with the destination UE. However, due to network blockage,
direct communication with the destination UE cannot be established. The Relay
UE, which is closer to the BS and has strong communication links with it, can act
as a relay for the destination UE to enable indirect communication between the BS
and the destination UE. In other words, if the cellular link of a mobile UE is weak,
strong D2D links can establish a cellular connection via relay-UEs. Additionally, as
opposed to the high power consumption in fixed relay stations, D2D relays operate
at significantly lower power consumption levels and can therefore, potentially act as
an energy-efficient replacement for the fixed relay stations.



534 S. Mallick et al.

Fig. 2 System model for cellular wireless systems with cooperative D2D communication. UEs
with strong communication links from the BS can send/receive data directly from the BS. However,
UEs with bad communications links from the BS (for example, due to network blockage) can
benefit from D2D communication with relay UEs to send/receive the data from the BS

1.2 Chapter Organization

The concept of D2D relaying has motivated researchers to investigate design meth-
ods which jointly exploit the advantages of both D2D and relaying technologies.
Prominent research areas include opportunistic relay-UE selection, relay-UE power
allocation, interference management, minimization of relay battery power, and
maximizing network energy efficiency, improving coverage, and so on. In this
chapter, different resource allocation problems associated with cooperative D2D
networks operating under a variety of architectural settings are discussed, includ-
ing OFDMA and cognitive radio (CR) networks. In Sect. 2, resource allocation
problems for downlink transmission in OFDMA-based buffer-aided D2D relaying
networks are investigated. Efficient algorithms are developed to solve the problem
of power and subcarrier allocation such that the system capacity is maximized. In
Sect. 3, energy-harvesting technology is considered in OFDMA systems where the
UEs are capable of harvesting energy using the “wireless power transfer (WPT)”
technology [9] and only the harvested energy is used for cooperative D2D-relaying.
The joint optimization problem of power allocation, subcarrier allocation and relay-
UE selection is studied. In Sect. 4, a cognitive radio network (CRN) is considered,
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where the secondary users (SUs) from different small cell primary user (PU)
networks attempt communication with each other. Cooperative D2D-relaying is
utilized to enable communication among the SUs. Efficient relay-CR selection
and power allocation schemes are developed for realistic networks under channel
uncertainty. Finally, in Sect. 5, we provide few concluding remarks and directions
for future work.

2 Resource Allocation for OFDMA-Based Buffer-Aided
D2D Relaying Networks with Frequency Reuse

In this section, we consider the scenario illustrated earlier in Fig. 2, in which
BS cannot communicate with the destination UE due to heavy obstructions or
shadowing. Our goal is to establish indirect communication links between the BS
and the UEs which are blocked from direct communication with the BS. In this
regard, some other UEs with fair connection to the BS can assist as relays. As
discussed earlier in Sect. 1.1, D2D relaying enhances the system performance by
taking advantage of “shadowing diversity”.

Specifically, we investigate D2D relaying for downlink transmission in OFDMA
cellular networks. To analyze the performance gains achievable via D2D-relaying in
this OFDMA system, we first classify the D2D pairs1 based on the level of proximity
with each other. Firstly, we consider a scenario where all the D2D pairs are very
close to each other and their coverage areas overlap. In this case, since reusing the
subcarriers among the D2D pairs will introduce significant interference to the D2D
links, we do not attempt subcarrier reuse among the D2D pairs. Next, we consider
a scenario where the D2D pairs are far enough from each other, and therefore their
coverage areas are disjoint. In this case, full subcarrier reuse can be attempted
with the help of buffer-aided relaying in all of the D2D pairs. We discuss relevant
resource allocation problems and analyze the throughput gains achievable in both of
the above scenarios. Later, we provide a general motivation on how frequency reuse
can be attempted for a general scenario where D2D pairs are randomly distributed in
a cell, i.e, the two aforementioned scenarios co-exist simultaneously within the cell.

2.1 System Model

Let us assume that all the mobile UEs which can directly communicate with the BS
are interested in relaying. However we opportunistically select few UEs for relaying
based on the performance gains they can offer to the system. The important fact

1We refer to a relay-UE and destination-UE combination as a D2D pair if a D2D communication
link can be established between them.
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in the D2D communication is that the UEs can only communicate within short
distances. Therefore, the relay-UEs (also referred to as relays interchangeably)
and the UEs in coverage holes (also referred to as destination-UEs, or d-UEs,
interchangeably) must be in the coverage area of each other. Also, to make the
problem general, we assume that the d-UEs can receive assistance from multiple
relays. Let N orthogonal subcarriers, each with bandwidth W be available for
resource allocation in the system. Let K be the number of d-UEs, i.e., UEs requiring
relay assistance. Further, let us denote the BS, relay-UEs and d-UEs as B, R, and
U, respectively. The set of the relays which can assist the kth UE is denoted by Rk.
The channel gain and the transmission power from the BS to relay mk 2 Rk over
subcarrier i at time slot t are denoted by gB;R

k;mk;i;t
and PB;R

k;mk;i;t
, respectively. Similarly,

the channel gain from relay mk 2 Rk to the kth UE over subcarrier j at time slot t
is denoted by gR;U

k;mk;j;t
. The transmission power of any relay in the candidate set, i.e,

Rk;8k, over any subcarrier, i.e,8i 2 f1; 2; : : :Ng, is the same fixed value denoted by
PR. We implement the popular amplify-and-forward (AF) protocol [10] for relaying.

2.2 D2D Relaying Without Frequency Reuse

We start with the first case in which all the D2D pairs are close to each other and
their coverage areas overlap. As a result, frequency reuse may introduce excessive
interference into the system. Note that, due to indirect communication via mobile
relaying, downlink transmission from the BS to a given d-UE happens over two-
time-slot intervals. During the first time slot, the BS transmits information to a
relay-UE. This information is relayed by the relay-UE to the d-UE during the second
time-slot. We also assume that each relay-UE has a unit buffer size, i.e, if all the BS-
to-relay transmissions occur in the tth time slot, all the relay-to-d-UE transmissions
occur in the .tC 1/th time sot. Under the AF relaying protocol, the achievable
throughput Rk;mk;i for downlink transmission from the BS to the kth UE via relay
mk over subcarrier i is given by

Rk;mk;i D
1

2
log2

�
1C PB;R

k;mk ;i
PRgB;R

k;mk ;i
gR;U

k;mk ;i

PB;R
k;mk ;i

gB;R
k;mk ;i

CPRgR;U
k;mk ;i

: 1
N0W

�
; (1)

where N0 is the noise variance assuming additive white Gaussian noise (AWGN)
channels. In this orthogonal transmission case, the time index is omitted, i.e, gB;R

k;mk;i

is used in place of gB;R
k;mk;i;t

, because we assume the unit buffer size at all the relays.
Using (1), we formulate the following resource allocation problem to maximize the
sum throughput in the system
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maximize
P;S

KP

kD1
P

mk2Rk

NP

iD1
sk;mk ;iRk;mk;i

subject to W
C1 W

KP

kD1
P

mk2Rk

NP

iD1
sk;mk ;iP

B;R
k;mk;i

 Pmax;

C2 W sk;mk ;i 2
˚
0; 1

�
; 8i; k;mk;

C3 W
KP

kD1
P

mk2Rk

sk;mk ;i 
 1; 8i;

C4 W PB;R
k;mk;i
� 0; 8i; k;mk;

(2)

where P D fPB;R
k;mk;i
g and S D fsk;mk ;ig denote the power allocation and subcarrier

allocation policies, respectively.
C1 is the power budget constraint with Pmax being the power budget for the BS. C2

shows that the subcarrier assignment indicators sk;mk;i are binary integer variables.
sk;mk;i D 1 if BS is transmitting to the kth UE via relay mk over subcarrier i and
sk;mk;i D 0 otherwise. C3 ensures that the subcarriers are not reused among the D2D
pairs to avoid interference. C4 ensures that the power allocation variables are non-
negative.

In simple terms, our goal in (2) is to allocate the BS transmission power and the
N subcarriers such that the sum-throughput in the system is maximized. From an
optimization perspective, the problem in (2) is a mixed integer non-linear program
(MINLP) which, in its original form, is difficult to solve in polynomial time due to
the coupled integer and continuous variables [11–13]. Therefore, to obtain a real-
time solution, we attempt a series of mathematical modifications and simplifications
as shown in Fig. 3.

Firstly, we relax the integer binary variables, i.e., the subcarrier assignment
indicators sk;mk ;i into continuous variables in the interval [0,1]. Using this relaxation,
we introduce auxiliary power variables as

QPB;R
k;mk;i
D sk;mk;iP

B;R
k;mk;i

: (3)

When the original power variables in (2) are replaced by the auxiliary power
variables defined in (3), the optimization problem (2) is relaxed into the following
convex optimization problem

min
��0 max

QP;S
L.�; QP; S/; (4)

where L is a Lagrangian function and � is the associated Lagrangian multiplier.
Therefore, efficient convex optimization algorithms can be used to solve the relaxed
problem. Consider, for example, the popular dual decomposition technique wherein
a master problem and few sub-problems are solved iteratively until convergence is
achieved. The dual decomposition technique can be adopted to solve (4) by allowing
the master problem to update �s and the sub-problems to find optimal power and
subcarrier assignment for a given �.
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Fig. 3 Optimization framework to solve (2)

We begin with the following definition of the Lagrangian function

L.�; QP; S/ D
KP

kD1
P

mk2Rk

NP

iD1
sk;mk ;i

1

2
log2

0

@1C
QP

B;R
k;mk ;i

g
B;R
k;mk ;i

sk;mk;iN0W PRgR;U
k;mk ;i

QPB;R
k;mk ;i

gB;R
k;mk ;i

sk;mk;i
CPRgR;U

k;mk ;i

1

AC

�
�

Pmax �
KP

kD1
P

mk2Rk

NP

iD1
QPB;R

k;mk;i

�
;

(5)
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where we consider the power constraint C1 only and initialize the Lagrangian
multiplier � with a non-negative value. Constraints C2;C3;C4 are not considered
in (5) but will be satisfied in subsequent steps. By applying KKT conditions to (5),

we can derive optimal auxiliary power variables QP�B;R
k;mk ;i and the corresponding

throughput QR�
k;mk;i in terms of the subcarrier assignment indicators sk;mk ;i and the

Lagrangian multiplier �. In the derivation process, constraint C4 can be satisfied by

offsetting negative QP�B;R
k;mk;i values to zero. Plugging back QP�B;R

k;mk;i and QR�
k;mk;i into the

sub-problem (5) and re-arranging the equations, we obtain the simplified problem

maximize
S

KP

kD1
P

mk2Rk

NP

iD1
sk;mk ;iHk;mk;i C �Pmax

subject to W C3;
(6)

where we have

Hk;mk;i D QR�
k;mk;i � � QP�B;R

k;mk ;i:
(7)

Upon inspection, one may observe that (6) is a linear programming problem
[14] with respect to sk;mk;i, i.e., it is a linear subcarrier assignment problem.
Applying totally unimodularity theorem [15, 16] shows that the problem (6) has
integer optimal values even if the optimization variables S D fsk;mk;ig span over
the continuous interval [0,1]. Optimal solution to the linear subcarrier assignment
problem (6) can be obtained using simple algorithms such as Algorithm 1.

Algorithm 1 Subcarrier allocation algorithm I
1: Find the best user-relay pair for each subcarrier as�

k�;m�

k

� D maximize
k;mk

Hk;mk;i;8i.

2: return S�

Note that, constraint C3 can be satisfied while implementing Algorithm 1. Also,
since Algorithm 1 yields optimal solutions, constraint C2 is satisfied inherently due
to totally unimodularity theorem. Since the optimal power allocation and subcarrier
assignment values are now available, the master problem of updating the Lagrange
multiplier � can be solved using standard sub-gradient methods [17] as follows

�.lC 1/ D
h
�.l/� �Pmax �

KP

kD1
P

mk2Rk

NP

iD1
QPB;R

k;mk;i

�iC
; (8)

where  is a constant step size parameter, l is the iteration index, and Œx�C D
max.0; x/.
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The master problem and the sub-problems are solved iteratively until we observe
a convergence in the Lagrangian multiplier, i.e, �, values. The complexity of the
proposed algorithm is polynomial in time and is significantly lower than the brute-
force exhaustive search method.

2.3 Buffer-Aided D2D Relaying with Frequency Reuse

We now consider the second scenario wherein the D2D pairs are far enough from
each other such that their coverage areas do not overlap. Therefore, frequency
reuse can now be attempted to fully utilize the available spectrum. The resource
allocation scheme proposed in the previous section, i.e, for orthogonal transmission,
may not be spectrally efficient for this system because frequency reuse was not
considered. Note that, frequency reuse is not possible in the first time slot, as the BS
is broadcasting the messages. However, in the second time slot, frequency reuse can
be attempted to establish D2D communication between relay-UEs and d-UEs. To
exploit the benefits of frequency reuse, we propose a communication protocol using
buffer-aided relaying.

As a motivational example, let us consider a system with two D2D pairs and
two subcarriers. During the first time-slot, the BS broadcasts two packets, i.e, one
to each relay-UE, over the two subcarriers. During the second time-slot, the BS
broadcasts another two packets over the two subcarriers. Therefore, at the end of the
second time-slot, we have four packets at the relay-UE buffers, i.e, two packets at
each relay-UE. Since the coverage areas of the two D2D pairs do not overlap, both
the relay-UEs can use the two subcarriers simultaneously for D2D communications.
That is, during the third time slot, each relay-UE can forward its two packets over
the two subcarriers without causing any interference to other relay-UEs. Therefore,
using buffer-aided relaying with full frequency reuse, four packets are transmitted
to two d-UEs in three time slots. On the other hand, the orthogonal transmission,
i.e, without frequency reuse, scheme discussed previously in Sect. 2.2 requires four
time slots to transfer the same four packets from the BS to the two d-UEs.

To understand the benefits of frequency reuse, we now formulate a resource
allocation problem similar to (2) wherein the objective is to maximize the sum
throughput in the system. Similar to the previous scenario, we have K destination
UEs and N subcarriers. We assume that the BS broadcasts messages to the relay-
UEs over T time slots and that the relay-UEs forward these messages to d-UEs
during time slot T C 1. Thereby, the following resource allocation problem can be
formulated as
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maximize
P;S
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kD1
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(9)

C5 W
TP

tD1
P

mk2Rk

NP

iD1

NP

jD1
sk;mk ;i;j;t 
 N; 8k;

C6 W PB;R
k;mk;i;t

� 0; 8i; k;mk; t;

where P D fPB;R
k;mk;i;t

g and S D fsk;mk;i;j;tg denote the power allocation and subcarrier
allocation policies, respectively. Here, C1 is the power budget constraint for the BS
and Pmax is the maximum power budget for the BS. C2 shows that the subcarrier
assignment indicators sk;mk;i;j;t are binary integer variables. sk;mk ;i;j;t D 1 if the BS is
transmitting messages to a relay mk over subcarrier i during time slot t, and the relay
mk forwards these messages to the kth UE over subcarrier j during time slot .TC1/.
sk;mk;i;j;t D 0 otherwise. C3 implies that the BS cannot reuse any subcarrier within
a given time-slot for broadcasting, i.e, to avoid interference. C4 implies that the
subcarriers cannot be reused during a given time-slot for communication within a
D2D pair, i.e, to avoid interference. C5 implies that each relay-UE can have a buffer
length upto N because a maximum of N messages, i.e, using all the N subcarriers,
can be forwarded by a given relay-UE in a given time slot. C6 ensures that the power
variables are non-negative.

In simple terms, our goal in (10) is to allocate the BS power and assign the
N subcarriers such that the total system throughput is maximized. The achievable
throughput Rk;mk;i;j;t for downlink transmission from BS to UE k, via the relay mk,
over subcarrier i and j in the tth and .T C 1/th time slots , respectively, is given by

Rk;mk;i;j;t D
1

2
log2

�
1C PB;R

k;mk;i;t
PRgB;R

k;mk ;i;t
gR;U

k;mk ;j;TC1

PB;R
k;mk ;i;t

gB;R
k;mk ;i;t

CPRgR;U
k;mk ;j;TC1

: 1
N0W

�
: (10)

Similar to the scenario in the previous section, the original problem is MINLP.
Therefore, we follow a similar solution approach to solve (10). We begin by relaxing
the integer variables into continuous intervals and defining auxiliary power variables
similar to (3). Plugging these changes into the original problem makes it convex
and the dual decomposition technique described in Fig. 3 can be applied. The
corresponding dual Lagrangian function is given by
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(11)

where � D f�tg is the vector of non-negative Lagrangian multipliers associated with
the power constraints in C1. The constraints C2;C3;C4;C5;C6 are not considered
in (11) but will be satisfied in subsequent steps. As in the previous solution approach,

for a given Lagrangian multiplier �, optimal auxiliary power variables QP�B;R
k;mk ;i;t

and corresponding throughput rates QR�
k;mk ;i;j;t can be obtained by applying KKT

conditions to the sub-problems. While deriving QP�B;R
k;mk ;i;t

, constraint C6 can be

satisfied by offsetting negative values to zero. Plugging back QP�B;R
k;mk;i;t and QR�

k;mk;i;j;t

into the sub-problem and re-arranging the equations results in the following
simplified problem

maximize
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(12)

where

Hk;mk ;i;j;t D QR�
k;mk ;i;j;t � �t QP�B;R

k;mk ;i;t:
(13)

That is, as encountered in the previous solution approach, we are required to
solve a linear integer programming problem (12) so as to obtain optimal subcarrier
assignment for a given Lagrangian multiplier �. Therefore, we propose Algorithm 2
to solve the linear integer programming problem (12) in polynomial time.

Algorithm 2 begins with finding the best relay-UE for all the subcarriers i used
by the BS for broadcasting messages and all the subcarriers j used by the relay-UEs
for forwarding those messages. Here, the subcarriers are guaranteed to be used at
most once in each broadcasting time-slot, i.e, constraint C3 is satisfied. However,
subcarrier reuse is permitted in the second time slot because the D2D pairs are
far apart and their coverage areas do not overlap, i.e, constraint C4 is satisfied.
We also ensure that each relay receives and transmits over the same number of
subcarriers. In the process, constraint C5 is also satisfied. Towards the end, we use
ordered subcarrier pairing [18] such that the subcarrier with the greatest channel
gain among the BS-relay communication links is assigned to the subcarrier with
the greatest channel gain among the relay to d-UE communication links. Similarly,
subcarriers with the second largest gains are paired, and so on. Such a subcarrier
pairing is known to maximize the system throughput [18]. Note, however, that an
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Algorithm 2 Subcarrier allocation algorithm II
1: For each subcarrier, find the relay-UE with the best channel gain to each destination-UE:

m�

k D maximize
mk

gR;U
k;mk;j;TC1;8k; j.

2: Count the number of subcarriers assigned to each relay-UE and denote it as a.mk/.
3: for i=1:N
4: for t=1:T
5: For each subcarrier i used by the BS to broadcast messages to the relay-UEs, find the D2D pair

with the best channel gain at time slot t:�
k�;m�

k

� D maximize
k;mk

gB;R
k;mk ;i;t.

6: a.m�

k / D a.m�

k /� 1I
7: if a.m�

k / � 0, assignment
�
i; t; k�;m�

k

�
is valid.

else assignment
�
i; t; k�;m�

k

�
is not valid and relay-UE m�

k is omitted from the relay selection
pool.

8: end
9: end

10: For each relay mk, implement an ordered subcarrier pairing [18].
11: return S�

optimal subcarrier assignment can not be found in polynomial time and that the
discussed subcarrier assignment algorithm, although sub-optimal, provides a real-
time solution. With subcarrier assignment, the solution process for sub-problems is
complete.

The Lagrangian multiplier set f�tg is updated in the master problem using sub-
gradient methods [14] such as follows

�t.lC 1/ D
h
�t.l/ � 

�
Pmax �
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kD1
P

mk2Rk

NP

iD1

NP

jD1
QPB;R

k;mk;i;t

�iC
;8t; (14)

where  is a constant step size parameter. The master problem and the sub-problems
are iteratively solved until a convergence in the Lagrangian multiplier values, i.e, �t,
is observed. This completes our discussion on resource allocation for buffer-aided
D2D relaying systems.

2.4 Simulation Results

In this section, we present two numerical results to illustrate and compare the
performance gains achieved by the proposed resource allocation methods. The
simulation setup comprises three candidate relays for each UE. The transmission
power for each relay PR is set to 0.1 W. Figure 4 shows average system capacity
versus Pmax for different number of UEs K considering N D 16 subcarriers. We
compare the achievable performance gains of a scenario where frequency reuse is
possible, i.e, when D2D pairs are far enough from each other with disjoint coverage
area, against a scenario where frequency reuse is not possible, i.e, D2D pairs have



544 S. Mallick et al.

20 25 30 35 40

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
x 107

Pmax (dBm)

Av
er

ag
e 

sy
st

em
 c

ap
ac

ity
 [b

its
/s

ec
]

Dashed line: D2D relaying with frequency reuse
Solid line: D2D relaying without frequency reuse

K from 2 to 8

K from 2 to 8

Fig. 4 Average system capacity versus BS power budget Pmax for different number of UEs K.
Result shows significant improvement of system capacity when frequency is reused in D2D links

4 8 16 32 64 128
0

2

4

6

8

10
x 107

Number of subcarriers (N)

Av
er

ag
e 

sy
st

em
 c

ap
ac

ity
 [b

its
/s

ec
] frequency reuse, T=4

frequency reuse, T=3
frequency reuse, T=5
no frequency reuse
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overlapping coverage area. Significant system capacity improvement is observed for
resource allocation schemes with frequency reuse. With the increase of number of
UEs, i.e, K, the frequency reusing factor improves and as a result, the capacity gain
increases.
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In Fig. 5, we show average system capacity versus number of subcarriers N for
Pmax D 35 dBm and K D 4. As expected the system capacity increases with
the increase of the number of subcarriers. Here, we show the performance of the
resource allocation scheme with frequency reuse for different values of T, where T
is the number of time slots for broadcasting. We notice that by increasing T from 3
to 4, the system capacity increases. However, the system capacity decreases when
we change T from 4 to 5. The reason is when T is greater than the number of D2D
pairs, the number of messages are greater than the size of the buffer at the relays.
Therefore, some of the messages are discarded which will result in having lower
system capacity than expected.

2.5 D2D Relaying: Motivation for a General Scenario

In the discussions so far, we have considered two theoretically extreme scenarios in
the context of D2D relaying. In the first scenario, the D2D pairs are close to each
other and their coverage areas overlap. Therefore, since frequency reuse cannot be
attempted, we proposed resource allocation algorithms considering the orthogonal-
ity of the subcarriers. In the second scenario, the D2D pairs are far enough from
each other and their coverage areas are disjoint. Therefore, we proposed resource
allocation which fully reuse the subcarriers for D2D communication.

However, in a practical setup, D2D pairs would be distributed randomly in the
cell. As a result, both the scenarios discussed in the previous sections can co-exist
simultaneously. That is, few D2D pairs would experience coverage overlap with
each other, while few other D2D pairs would be disjoint from each other. Resource
allocation for such a general scenario can be attempted by developing an analogy
based on the conventional frequency reuse patterns used in cellular networks.

In conventional cellular systems, the available frequency spectrum is generally
reused in sufficiently separated cells. While adjacent cells use different frequen-
cies to reduce inter-cell interference, the available set of frequencies are usually
exhausted within a cluster of cells due to limited spectrum. However, the same
frequencies can be reused in adjacent cell-clusters. A more aggressive and effective
approach from an interference perspective is the fractional frequency reuse (FFR)
technique, where the cells are in-turn partitioned into smaller spatial regions and the
available frequency spectrum is reused over these regions.

Similar frequency reuse ideas can be applied in the context of D2D relaying
networks. The cellular operator can reserve a dedicated in-band spectrum for
D2D communications. Since D2D communications occur over short distances,
ultra-dense frequency reuse can be attempted. In other words, several clusters of
D2D pairs, with each cluster fully exhausting the available frequency resources,
can co-exist within each cell. The D2D pairs within in the same cluster should
use orthogonal frequencies, i.e, resource allocation as per the first scenario (c.f.
Sect. 2.2) should be attempted. On the other hand, D2D pairs in different clusters can
reuse the same set of available frequencies, i.e, resource allocation as per the second



546 S. Mallick et al.

scenario (c.f. Sect. 2.3) should be attempted. On a slightly advanced note, intelligent
FFR techniques can also be adopted for D2D communications (for example, see
[19]) to minimize interference in the system.

2.6 Summary

In this section, we proposed resource allocation algorithms for OFDMA cellular
systems, in which BS communicates with destination-UEs via mobile relay-UEs
using D2D links. We considered two scenarios based on the proximity of the D2D
pairs. Firstly, we considered that D2D pairs are very close to each other and their
coverage areas overlap. In this case, we proposed subcarrier and power allocation
without frequency reuse in order to avoid the interferences among the D2D links.
Next, we considered that the D2D pairs are far enough and their coverage areas are
disjoint. In this case, we proposed subcarrier allocation policy with full frequency
reuse with the help of buffer-aided relaying. We also provided motivation for
resource allocation in a general scenario where D2D pairs are randomly distributed
in a cell, i.e., the two aforementioned scenarios co-exist within the cell. Numerical
results show that buffer-aided D2D relaying with frequency reuse can significantly
improve the performance of the system compared to the conventional D2D relaying
scheme with no frequency reuse.

3 Resource Allocation for Energy Harvesting-Based
OFDMA Systems with Selective D2D Relaying

In the previous section, we assumed all the relay-UEs are interested in relaying
information. However, this assumption is too optimistic for UEs due to their
capacity-limited batteries. Without any incentive, the UEs may not be interested in
relaying information using their own battery power. In this regard, energy harvesting
technology can offer energy incentives for the relay-UEs.

D2D relaying improves the performance of the system if energy harvesting
(EH) capabilities are incorporated at the relay-UEs. This is because the relay-UEs
can utilize the energy harvested from external resources for relaying operations.
Typically, the relays can harvest energy from environmental resources such as
wind, solar, and thermal energy or through wireless power transfer from the BS.
Environmental energy resources are often not reliable for wireless communication
because they are subject to environmental fluctuations and therefore, may not be
available anytime and anywhere. On the other hand, in the wireless power transfer
(WPT) technology [20], the BS transfers both information and power to the relays
using radio frequency (RF) signals. The relays can harvest the energy transmitted
by the BS and utilize the harvested energy to establish D2D links with the UEs in
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the coverage holes. Thereby, relays facilitate indirect communication between the
BS and the UEs in coverage holes. Note that, WPT also offers reliability because
the downlink RF transmissions to the relays can be controlled at the BS.

In this section, we study the performance gains achieved by incorporating energy
harvesting capabilities into a D2D-relaying OFDMA system. Specifically, the relays
harvest energy transferred via WPT by the BS and utilize the harvested energy
for relaying operations. Among the various kinds of energy-harvesting receivers
proposed in the literature, we focus on relays with energy splitting receivers [21].
Basically, using an energy splitting receiver, the relays split a received signal into
two streams: one of them is used for decoding information and the other is used for
energy harvesting. Thereby, we develop resource allocation algorithms for maximiz-
ing the system throughput. Specifically, we discuss the joint optimization problem
of power allocation, subcarrier assignment, and relay-UE selection considering
selective cooperation of UE devices. The optimization problem is again an MINLP,
which is in general very difficult to solve in its original form due to the coupled
integer and continuous variables [11–13]. Similar to the solution approach discussed
in Sect. 2.2, we propose a computationally efficient solution approach based on the
dual decomposition method. The proposed scheme is more effective and energy-
efficient in comparison to the other existing schemes in the literature.

3.1 System Model

Consider a downlink single-cell network where the BS is placed in the center of the
cell. We consider an OFDMA system with N orthogonal subcarriers, each of them
with a bandwidth of W. There are two groups of mobile UEs and the number of
UEs in the first and second group is M and K, respectively. The first group UEs are
close to the BS and have strong direct link channels. The second group UEs are far
apart from the BS and have weak direct link channels due to heavy blockage. When
cooperation is beneficial for the second group, UEs in the first group act as relays for
them via D2D cooperation. In this section, we consider the downlink transmission
from the BS to the second group UEs only via D2D-relay assistance from the first
group of UEs. We also assume that the first group UEs use separate bands for their
own communication with the BS. In the remainder of the section, we will consider
second group as users and the first group as relays. The popular DF relaying protocol
[22] is used whenever D2D cooperation is beneficial. The relay UEs decide whether
to cooperate or not based on the channel conditions.

We denote the relays, i.e., UEs in the first group, by m, and the users, i.e, UEs
in the second group, by k. The transmission modes corresponding to cooperative
and non-cooperative are superscripted with .C/ and .NC/, respectively. The channel
gains from BS B to relay m, and from relay m to user k are defined as gi;.C;1/

B;m and

gi;.C;2/
m;k , respectively. The superscript i; .C; 1/ and i; .C; 2/ indicate the cooperative

transmission mode over subcarrier i in time slot one and two, respectively. Similarly,
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the channel gain for the non-cooperative, i.e, direct, link is defined as gi;.NC/
B;k . In

addition, we define ˛i;.C;1/
B;m D g

i;.C;1/
B;m

N0W , ˛i;.C;2/
m;k D g

i;.C;2/
m;k

N0W
and ˛i;.NC/

B;k D g
i;.NC/
B;k

N0W , where N0
is the variance of the AWGN received by each receiver.

We assume that each UE has two sources of power, one from the battery and
the other from the harvested energy. The harvested energy is received by the power
splitting operation. Particularly, in the case of cooperative transmission, relays split
the received signal from the BS into two streams: one for harvesting the energy
.E/, and the other for decoding the information .I/ with the ratios of �i;.E/

m;k and

�
i;.I/
m;k , respectively. The harvested energy is used by the relays for D2D transmission,

i.e., only to forward the data for the users. Therefore, UEs do not consume their
own batteries for the purpose of relaying. Since we consider downlink transmissions
only, the role of energy harvesting at the UEs in the second group is ignored in our
discussions.

3.2 Resource Optimization Problem Formulation

We now formulate a resource allocation problem, where the objective is to maximize
the total capacity of the system. The capacity of the cooperative link can be
calculated as

Ri;.C/
m;k D

1

2
min

n
log2.1C ˛i;.C;1/

B;m �
i;.I/
m;k Pi;.C/

B;m /;

log2.1C ˛i;.C;2/
m;k ˛

i;.C;1/
B;m �

i;.E/
m;k Pi;.C/

B;m /
o
;

(15)

where Pi;.C/
B;m is the transmission power of BS B on subcarrier i over the cooperative

link to send the data for relay m. ˛i;.C;1/
B;m Pi;.C/

B;m is the power received by relay m after
attenuation by the fading channel in the first hop. The relay splits the received signal
into two power streams with the ratios of �i;.I/

m;k and �i;.E/
m;k , where �i;.I/

m;k and �i;.E/
m;k are

used for decoding the information and for harvesting, respectively. In the second
time slot, the relay will use the harvested power given by ˛i;.C;1/

B;m �
i;.E/
m;k Pi;.C/

B;m to forward
the data for user k. It is assumed that all the energy harvested in first time slot in the
relay will be completely utilized for forwarding the information in the second time
slot. The remaining harvested energy, if any, at the end of each transmission frame
is assumed to be discarded. This assumption simplifies the problem as resources
can be optimized over each transmission frame. On the other hand, if we assume
that the UEs are capable of storing the harvested energy for future use, dynamic
programming methods [23] can be implemented to efficiently utilize the harvested
energy over multiple transmission frames. For simplicity, we do not consider the
second scenario where dynamic programming is required.

If the direct link is better than the cooperative link, the BS directly transmits data
to the user. The capacity of the direct link is calculated as
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Ri;.NC/
k D log2.1C ˛i;.NC/

B;k Pi;.NC/
B;k /; (16)

where Pi;.NC/
B;k is the transmission power of BS B on subcarrier i over the direct link

to user k.
Our objective is to maximize the total capacity of the system subject to the power

constraint of the BS. The joint optimization problem of subcarrier assignment,
power allocation, transmission mode, i.e, cooperative or non-cooperative, and relay
selection is formulated as

maximize
P;S;�

KP

kD1

MP

mD1

NP

iD1
si;.C/

m;k Ri;.C/
m;k C

KP

kD1

NP

iD1
si;.NC/

k Ri;.NC/
k

subject to W
C1 W

KP

kD1

MP

mD1

NP

iD1
si;.C/

m;k Pi;.C/
B;m C

KP

kD1

NP

iD1
si;.NC/

k Pi;.NC/
B;k 
 Pmax;

C2 W si;.C/
m;k ; s

i;.NC/
k 2 ˚0; 1�; 8i; k;m;

C3 W
KP

kD1

MP

mD1
si;.C/

m;k C
KP

kD1
si;.NC/

k 
 1; 8i;

C4 W �i;.I/
m;k C �i;.E/

m;k D si;.C/
m;k ; 8i; k;m;

C5 W Pi;.C/
B;m ;P

i;.NC/
B;k ; �

i;.I/
m;k ; �

i;.E/
m;k � 0; 8i; k;m;

C6 W
KP

kD1

NP

iD1
si;.C/

m;k 
 nm; 8m;

C7 W ˛i;.C;1/
B;m �

i;.I/
m;k D ˛i;.C;1/

B;m ˛
i;.C;2/
m;k �

i;.E/
m;k ; 8i; k;m;

(17)

where P, � and S denote the power allocation policy, power splitting factors and
subcarrier allocation policy, respectively. C1 is the power budget constraint, where
Pmax is the power budget of the BS. C2 shows that si;.C/

m;k and si;.NC/
k are binary

integer variables, i.e, indicators. If BS is transmitting to user k with the assistance
of relay m over subcarrier i, si;.C/

m;k is one, otherwise it is zero. Similarly si;.NC/
k is

defined for non-cooperative transmission. C3 implies that each subcarrier can be
used only once to avoid interference. It also states that over each subcarrier either
cooperative or non-cooperative mode can be used. C4 indicates that the sum of the
power splitting ratio in each subcarrier should be equal to one if that subcarrier is
selected for cooperation, i.e., the splitter is not producing any energy and power
wastage is ignored. C5 states that the power and splitting variables are non-negative.
C6 indicates that each relay can only assist over nm subcarriers due to the limitation
of the power splitter and capacity of the energy harvester, where nm is known a
priori. The constraint C7 is incorporated to avoid information loss and wastage of
power at the relays. The problem stated above is a MINLP which is very difficult to
solve in general. An efficient approach which uses the dual decomposition method
to obtain an optimal solution for this problem is given in [24].
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3.3 Solution Approach

In order to solve the problem (17), first we obtain the power splitting ratios for each
cooperative link from C4 and C7 as

�
i;.I/�
m;k D

hi;.C;2/
m;k

1C hi;.C;2/
m;k

;

�
i;.E/�
m;k D 1

1C hi;.C;2/
m;k

:

(18)

Since we have obtained the optimal power-splitting factors in (18), the variables of
the optimization problem in (17) are reduced to .P; S/, i.e., transmission power and
subcarrier allocation policy.

We follow a solution strategy similar to our previous discussions on MINLP
problems (c.f. Sect. 2.2). An overview of the solution approach is provided here.
The major concern for solving problem (17) is the presence of integer subcarrier
assignment variables and constraints. Therefore, we relax the indicators S to the
continuous [0,1] interval and define auxiliary power variables as QPi;.C/

A;m D si;.C/
m;k Pi;.C/

A;m

and QPi;.NC/
A;k D si;.NC/

k Pi;.NC/
A;k to make the optimization problem tractable. The resulting

optimization problem becomes convex with respect to the auxiliary and relaxed vari-
ables given by QP and S, respectively. Moreover, strong duality holds, i.e., the duality
gap is zero. Therefore, we can solve the Lagrangian dual problem and still obtain
the optimal solution of the relaxed problem [24]. An optimal subcarrier allocation
policy can be obtained using the popular Hungarian algorithm [25] (c.f. [24] for
details) . It can be proved that the solution of the relaxed problem is optimal and
has integer values and hence, we can obtain the optimal solution of the original
problem (17). The proof is based on the concept of totally unimodularity [15]. The
proof of convexity and optimality of the solution for integer variables can be derived
similar to [16].

3.4 Simulation Results

Let us evaluate the performance of the proposed D2D relaying system for two
scenarios: (1) with energy harvesting via WPT and (2) without energy harvesting
capabilities. We assume that in both cases Pmax is the limit on the total power budget
of the system. The noise power spectral density N0 and bandwidth of each subcarrier
W are assumed to be 5 � 105 W/Hz and 20 kHz, respectively. The number of users
in each group is 8, i.e., M D K D 8 and number of subcarriers for each relay nm

is 4.
Figure 6 depicts the average system capacity in terms of the power budget of the

BS Pmax for different number of subcarriers. As expected, the total capacity of the
system grows both with the increase of Pmax and the number of subcarriers. Figure 7
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Fig. 6 Average System Throughput vs. Pmax for different number of subcarriers

shows the energy efficiency in terms of Pmax for different number of subcarriers. The
energy efficiency is defined as RT=PT , where RT is the total system capacity and PT

is the total power consumed in the system. PT contains both the transmission and the
constant power of all the nodes. We compare our proposed scheme with a scenario
where there is no energy harvesting. As shown in the figure, our proposed scheme
performs better than “No harvesting” scenarios in terms of energy efficiency. It is
worth mentioning that in our proposed energy harvesting scheme, the relay UEs do
not consume energy from their batteries for the purpose of relaying. Therefore, in
terms of battery fairness, our scheme outperforms the “No harvesting” scenario.

3.5 Summary

In this section, we proposed resource allocation algorithm for energy harvesting
based OFDMA systems with selective D2D relaying We assumed that the UEs
are capable of energy harvesting and do not use their own power for relaying
purpose. The harvested energy works as an incentive for the UEs to participate in
relaying. A novel method based on dual decomposition technique is proposed to
solve the joint optimization problem of power and subcarrier allocation, and relay-
UE and transmit mode selection, optimally. Numerical results show the performance
improvement of our proposed system over a system without energy harvesting.



552 S. Mallick et al.

N=32,Proposedscenario
N=64,Proposedscenario
N=16,Noharvestingscenario
N=32,Noharvestingscenario
N=64,Noharvestingscenario

45 50 55
0

1000

2000

3000

4000

5000

6000

7000

8000

Pmax (dBm)

Av
er

ag
e 

en
er

gy
 e

ffi
ci

en
cy

 [b
its

/J
ou

le
] N=16, Proposed scenario

N=32, Proposed scenario
N=64, Proposed scenario
N=16, No harvesting scenario
N=32, No harvesting scenario
N=64, No harvesting scenario

Fig. 7 Average energy efficiency vs. Pmax for different number of subcarriers

4 Robust Resource Allocation for Cognitive Small Cell
Networks with D2D (CR to CR) Cooperation

D2D cooperation can also be utilized to hold in-band communications between
devices in the network. Consider, for example, a CR network where an unlicensed
UE, i.e., secondary UE, can transmit over the licensed, i.e., primary UE (PU), band,
as long as the interference received in the PU band is within the limit set by the
regulatory bodies [26]. In a dense CR network with several closely-spaced small
cells, the secondary UEs (SUs) operating in different small cells might be interested
in communicating with each other for reasons such as data offloading and low-
latency application sharing. However, due to interference constraints in the PU
bands or due to poor direct communication links, these SUs may not be able to
hold direct D2D communications. In such scenarios, D2D cooperation techniques
can establish indirect D2D communication links [26–28]. An example scenario is
illustrated in Fig. 8.

Figure 8 describes a D2D communication scenario between a source SU s and
a destination SU d located in two different small cell networks operating in PU
sub-bands Bs and Bd within the system bandwidth, respectively. The two SUs s
and d are reasonably far apart but are within the D2D communication range of
each other. In such a scenario, any transmission between the SUs in their respective
PU bands can add significant interference to the system because the PU receivers
can be much closer than the SU receivers. For example, if the source s transmits
information directly to the destination d, the PU receivers close to the source s
experience significant interference. This may not be permissible because the SUs,
being unlicensed UEs, should only opportunistically utilize the available spectrum
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Fig. 8 SUs s and d operating in two different small cells cannot establish direct D2D commu-
nication links with each other due to poor communication links or due to PU band interference
constraints. Another SU k operating in a different small cell can relay information between s and
d by establishing separate D2D links with s and d

while maintaining the interference levels to PUs within an acceptable limit. In such a
scenario with PU band interference constraints, another SU k operating in a different
PU small cell can relay information between SU s and SU d. For example, the source
can transmit a message to the relay k over the PU band of the destination, i.e., Bd,
without exceeding the interference limit. The relay k can then forward that message
to the destination d over the PU band of the source or the destination depending
on the received interference level. With the help of such D2D cooperation, low-
powered transmissions are enabled over the small cell PU bands while ensuring
that the PU interference levels are acceptable. A similar argument is also valid for
scenarios where the SUs s and d are not within the D2D communication range of
each other. The relay SU k can facilitate a low-powered indirect communication link
between SUs s and d.

In this section, we focus on such CRN scenarios wherein D2D relays establish
indirect communication links between SUs located in different small cell networks.
We study optimal resource allocation in such D2D relaying systems to improve the
CRN performance while keeping the PU band interference below acceptable limits.
Specifically, we focus on solving the joint relay-CR selection and power allocation
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Fig. 9 Dedicated spectrum allocation to avoid macro cell interferences

problem. Note that, unlike with the systems discussed in previous sections, the
performance of CR networks depends heavily on channel uncertainties for the SU-
PU channels and channel estimation errors for the SU-SU channels. Therefore,
our goal is to propose robust solution to the joint optimization problem by taking
channel uncertainties and channel estimation errors into account.

4.1 System Model

Consider a CR network where the SUs are operating from small cell (for example,
micro, pico, or femto-cell) PU networks. We also assume that the small cell
networks operate in conjunction with a macro cell and that a dedicated spectrum
allocation technique (see [29, 30] for example techniques) is employed to avoid
interference in the small cells due to macro cell. Basically, as shown in Fig. 9, the
total licensed spectrum bandwidth BW is divided into two non-overlapping parts
Bmacro and Bsmall, where Bmacro is used by the macrocell layer and Bsmall is used by
the small cell layer. The total small cell BW Bsmall is further divided into T non-
overlapping parts and each small cell BW contains L orthogonal channels to avoid
the interference among the licensed small cell UEs.

Under such a deployment scenario, as shown in Fig. 8, a set of SU sources
S D f1; 2; : : : ; s; : : : ; Sg needs to communicate with a set of SU destinations
D D f1; 2; : : : ; d; : : : ;Dg, where the source and destination nodes are far apart
and operating from two different small cell PU networks with frequency bands
Bs and Bd, respectively. We consider that SUs can use the spectrum bands of
PUs such that the maximum amount of interference generated at the PU receivers
is below a specified limit. As PU receivers are much closer than the SU receivers
to the SU transmitter, any transmission of the SUs in their respective PU bands
creates significant interference to the PU receivers. For example, a SU source s
may not be able to communicate in band Bs and keep the interference to the PU
receivers within the limits. Since destination node d is far apart, a direct long
distance transmission in band Bd requires high transmission power, which may
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not be available at the SUs. High power SU transmission may cause excessive
interference to the other intermediate small cell PU receivers operating in the same
frequency band. As a result, SU s may not be able to transmit directly to SU d in
band Bd and therefore, we look for low-powered CR transmission, which does not
create significant interference to the PU networks.

Consider another set of SUs R D f1; 2; : : : ; k; : : : ;Kg, which is located in
between the source and destination nodes and operates from a different PU network
with frequency band Bk. These intermediate group of users can assist in establishing
a communication between the source and the destination nodes via D2D relaying.
An SU source group S can transmit their messages in band Bd, which can be
decoded by the intermediate relay group R. This transmission over band Bd keeps
the interference received at the PUs operating in band Bd within limits. The relay
group R decodes the messages sent by S and forwards them to the destination
over band Bs or Bd depending on their location and the interference received over
the PU band. However, the frequency band switching from Bd to Bs is beneficial
as it facilitates full-duplex communication at the relay SUs [26]. Similarly, the
destination group D can transmit their messages in band Bs and the relay group
can forward them over band Bd, and a dual hop D2D communication is possible
with the help of the relays. We assume that the SUs in different small cell networks
can operate in different frequency bands [26].

The CR network is assumed to have dedicated control channels. During the
signaling period, which is a small portion of a transmission frame, SU-SU channels
are estimated from a training sequence and resource allocation is performed. Each
transmission frame consists of a block of messages and the channel impulse
response is assumed to be time invariant, i.e, slow fading, within a frame. A central
coordinator for the CR network performs the resource allocation and scheduling.
We further assume, for simplicity, that each relay SU can help only one SU during
one transmission frame of the CR network. This is a reasonable assumption as
relays are small SU devices and supporting multiple users require higher power,
which is only possible for the fixed dedicated relay stations mainly used for cell
extension purposes in a cooperative or heterogeneous network. Since each relay SU
can support a single SU at a time, the problem of choosing a suitable relay from the
candidate relay set for each SU arises. In this direction, a simple relay selection
strategy, where the relay with the best channel conditions is selected, is known
to be close to optimal. Moreover, such a simple relay selection strategy has low
computational complexity and introduces low overhead into the system [31].

The dual hop communication between a user s and destination d via relay k
consists of two phases. In the first phase, user s transmits the message xs to the
relays in carrier l of band Bd with power ps. Without loss of generality, we assume
that the l-th carrier of the PU band Bd and Bs is assigned to user s and relay k,
respectively, before the data transmission phase. The received message at relay k is
given by

yk D ppshs;kxs C zk; (19)
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where hs;k is the channel coefficient for the user s to relay k link. The channel
coefficients are statistically modeled as independent and identically distributed
(i.i.d) circularly symmetric complex Gaussian (CSCG) random variables (RVs) with
zero-mean. zk denotes the i.i.d. AWGN at the receiver with zero-mean and unit
variance.

Relay k decodes the received message and forwards it in the second phase
to destination d in carrier l of band Bs with power pk. The received message at
destination d forwarded by relay k is given by

yd D ppkhk;dxk C zd; (20)

where hk;d is the channel coefficient between relay k and destination d. zd denotes
AWGN at the receiver with zero-mean and unit variance.

PUs pu.d/ and pu.s/ that use the carrier l in band Bd and Bs, respectively, will
also receive the transmission from the SUs as interference during the first and second
phase of the transmission. The interference received at the PUs can be expressed as

ypu.d/ D ppshs;pu.d/xs; 8pu.d/ 2 B
.l/
d ;

ypu.s/ D ppkhk;pu.s/xk; 8pu.s/ 2 B
.l/
s ;

(21)

respectively. hs;pu.d/ and hk;pu.s/ are the channel coefficients between SU s and PU

receiver pu.d/ and SU k and PU receiver pu.s/, respectively. We denote B
.l/
d and

B
.l/
s as the set of PUs using the l-th carrier of band Bd and Bs in different small

cells, respectively.
The received signal from the CR network, ypu.d/ and ypu.s/ will result in added

interference to the PU receivers in band Bd and Bs. To protect the rights of the PUs as
licensed owners of the bandwidth, interference generated at the PU receivers should
be kept below a specified limit. There are two types of interference constraints (1)
per-channel or carrier interference constraint and (2) total interference constraint.
Since per-carrier interference constraint is more restrictive than that of the total
interference constraint [32], we consider per-carrier interference constraint for
resource allocation in our research, which is given by

gs;pu.d/ps 
 IBd.l/
th ; 8pu.d/ 2 B

.l/
d ;

gk;pu.s/pk 
 IBs.l/
th ; 8pu.s/ 2 B

.l/
s ;

(22)

in which IBd.l/
th and IBs.l/

th are the maximum allowed per-carrier interference limit for
each CR transmission in carrier l of band Bd and Bs, respectively. gs;pu.d/ D jhs;pu.d/j2
and gk;pu.s/ D jhk;pu.s/j2 are the channel power gains from SU transmitters to PU
receivers.

Considering half-duplex decode-and-forward (DF) transmission [33], the mutual
information of the links between user s and relay k in the first time slot and between
relay k and destination d in the second time slot are given by



Resource Allocation for Cooperative D2D Communication Networks 557

C.1/
s;k D

1

2
log2.1C jhs;kj2 ps/;

C.2/
k;d D

1

2
log2.1C jhk;dj2 pk/;

(23)

respectively, where the factor 1
2

comes from two time slot transmission. jhs;kj2 and
jhk;dj2 are the channel power gains of the links between user s and relay k, and relay
k and destination d, respectively. We assume that there is no data buffer at the UEs
of the CRN and the maximum achievable data rate of the dual hop link between user
s and destination d is limited by the minimum data rate of the two hops.

For our considered cooperative CRN, estimation errors and outdated CSI make
the SU-SU channels imperfect [12, 34]. To satisfy the interference constraints in
the PU bands, the channels between SU-PU need to be estimated. However, it
is extremely difficult to estimate these channels perfectly. Keeping this in mind,
we formulate a resource allocation problem by considering two types of channel
estimation error models.

4.2 SU to SU Channel Model with Imperfectness

For cooperative D2D-based CR transmission, we consider that training sequences
are used to obtain the CSI of SU-SU channels and the resulting channel uncertainty
is unbounded Gaussian [35]. SU to SU transmission channel coefficients are
modeled as h D Oh C e; where Oh is the estimated channel and e denotes the error
in estimation. The error e is modeled as i.i.d and distributed as complex Gaussian
with zero mean and variance given by �2e . We also assume that the estimated channel
Oh and the error e are statistically independent.

Using h D OhC e, the mutual information expressions in (23) can be re-written as

C.1/
s;k D 1

2
log2.1C

ˇ
ˇ
ˇOhs;k C es;k

ˇ
ˇ
ˇ
2

ps/;

C.2/
k;d D 1

2
log2.1C

ˇ
ˇ
ˇOhk;d C ek;d

ˇ
ˇ
ˇ
2

pk/:
(24)

Depending on the signal detection methods employed, lower bounds on the
ergodic capacities can be derived. Note that, with CSI error, a channel outage occurs
whenever the actual instantaneous mutual information drops below the target data
rate rs. Such a condition is mathematically given by

min.C.1/
s;k ;C

.2/
k;d/ < rs; (25)

even when channel capacity achieving coding is applied for error protection [12].
This is because the instantaneous mutual information in (24) is a random variable
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due to the error in estimation. Note that the lower bounds on ergodic capacities
do not capture such outage events. Therefore, we should define a new system
performance measure which captures the effect of outage events.

In this direction, we adopt the system goodput [12, 36] as the performance
measure and weighted system goodput as the objective function of the problem.
In the following, we first define the instantaneous goodputs Uinst

s;k and Uinst
k;d , i.e., bits

per second per Hz successfully delivered to relay k and destination d, respectively as

Uinst
s;k D rs � 1.rs 
 C.1/

s;k /;

Uinst
k;d D rs � 1.rs 
 C.2/

k;d/;
(26)

where 1.�/ is an indicator function, i.e., the function value is 1 if .�/ is true and zero
otherwise.

The average goodput Ugoodput
s;k for each .s; k/ pair can be defined as minimum

of the total average bits per second per Hz successfully delivered to relay k and
destination d, and is given by

Ugoodput
s;k D E

˚
min.Uinst

s;k ;U
inst
k;d /

�

D EOhs;k;Ohk;d
�
n
min

�
rs EOhs;k

�
h
1
�

rs 
 C.1/
s;k

�i
;

rs EOhk;d
�
h
1
�

rs 
 C.2/
k;d

�i�o

D EOhs;k;Ohk;d
�
n
min

h
rs � Pr.

�
rs 
 C.1/

s;k jOhs;k

�
;

rs � Pr.
�

rs 
 C.2/
k;djOhk;d

�io
:

(27)

EOh.�/ denotes the statistical expectation with respect to the RV Oh. Finally, by
incorporating the channel outage events, we define a new objective function of the
problem as the average weighted system goodput,

Ugoodput D
SX

sD1

KX

kD1
ws Ugoodput

s;k : (28)

4.3 SU to PU Channel Models with Uncertainty

(a) Model-1: Probabilistic

We assume that CR transmitters cannot estimate the instantaneous channels and
have information only about the distribution type and the corresponding distribution
parameters of the channel gains among the CR transmitter to the PU receivers.
We consider a probabilistic model, which requires only the knowledge of channel
gain statistics instead of instantaneous CSI. We assume that the CR transmitters
have some knowledge of the transmit power of the PUs and hence can obtain the
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mean channel gains from PUs to themselves by exploiting the pilot signals from the
PUs [37]. Using the reciprocal property of the wireless channels, some statistics of
the SU-PU channels can be obtained [37, 38].

For example, suppose the SU to PU channels hs;pu.d/ and hk;pu.s/ are statistically
modeled as i.i.d circularly symmetric complex Gaussian RVs with zero mean and
variances �2s;pu.d/, and �2k;pu.s/, respectively. We assume that only the mean and the
variance of the channels are known to the CRN. Since the channel coefficients are
distributed as CSCG, their channel power gains gs;pu.d/ and gk;pu.s/ are exponentially
distributed with parameters �s;pu.d/ D 1=.�2s;pu.d// and �k;pu.s/ D 1=.�2k;pu.s//,
respectively.

(b) Model-2: Bounded Uncertainty

In this case, we assume that the uncertainty among the SU-PU channels is bounded
and no statistical knowledge is available about it. Without restricting ourselves to
any specific estimation schemes, we model the channel as h D Oh C �, where
� is the estimation error which determines how far the actual channel h can
extend in both real and imaginary parts from the estimated value Oh. The value
of � depends on the type of the error and the accuracy of the estimation method
used. We use the bounded uncertainty model presented in [39]. This model can be
viewed as deterministic by considering the worst case error, i.e., j�j D �max [40].
The interference constraints C3 and C4 are satisfied for the worst case and hence
guaranteed for all channels.

The channel gain with uncertainty can be written as

g D jhj2 D .OhC �/.OhC �/� D OgC ı; (29)

where Og D OhOh� is the estimated channel gain, ı D ���C 2<.Oh��/ is the uncertainty
in estimation and <.�/ is the real part of .�/. For each h that lies in some bounded
region, the channel gain g, lies on a set of line segment [39], given by

g 2 L D fOgC ıv j jvj 
 1g: (30)

To determine the worst possible case, we consider the maximum error given by
j�j D �max. Note that the line segment, L , is generally asymmetric around the
estimated gain Og for � ¤ 0. For the worst case scenario, we take the maximum
absolute uncertainty, ımax D �max�

�
max C 2j<.Oh��

max/j, as the uncertainty on both
sides of Og, and re-write the channel gain as

g 2 L D fOgC ımaxv j jvj 
 1g; (31)

where the estimated channel gain Og is the mid point of the line segment L .
Therefore, the channel gains to the PU receiver in the l-th carrier of band Bd and
Bs from the CR transmitter s and k can be written as
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gs;pu.d/ 2 Ls;pu.d/ D fOgs;pu.d/ C ımax
s;pu.d/v j jvj 
 1g;

gk;pu.s/ 2 Lk;pu.s/ D fOgk;pu.s/C ımax
k;pu.s/v j jvj 
 1g:

(32)

4.4 Problem Formulation with Imperfect CSI

In this section, we formulate the robust resource allocation problem taking into
account the estimation errors in the SU-SU channels and the uncertainties among the
SU-PU channels. The optimization objective is to maximize the weighted system
goodput of the CRN. To achieve that, we need to optimally select the relays and
allocate power for CR transmission. In addition, we need to satisfy the QoS of the
SUs such that the interference received at the PU receivers remain within limits. In
order to solve the optimization problem, we first obtain the power allocation solution
for each feasible .s; k/ pair and then find the optimal assignment pairs .s�; k�/ [41].

The robust power allocation problem is probabilistic and can be written as

8.s; k/ 2 S � K W argmax
fps;pkg

Ugoodput
s;k ;

subject to :;

C1 W Pr.
�

rs > C.1/
s;k jOhs;k

�

 pout;

C2 W Pr.
�

rs > C.2/
k;djOhk;d

�

 pout;

C3 W Pr.
�

gs;pu.d/ps 
 IBd.l/
th

�
� c; 8pu.d/ 2 B.l/

d ;

C4 W Pr.
�

gk;pu.s/pk 
 IBs.l/
th

�
� c; 8pu.s/ 2 B

.l/
s ;

C5 W 0 
 ps; pk 
 Pmax;

(33)

where C1 and C2 are the QoS constraints, which guarantee the target data rate rs of
user s with a probability of 1 � pout. Constraints C3 and C4 incorporate Model-1 of
SU-PU channel uncertainty. These constraints satisfy the interference to PU bands
with a probability c, which is a predefined term known to the CR coordinator. C5
is the non-negative individual power budget constraint for the UEs and limits the
power to a maximum of Pmax.

For Model-2 that considers bounded uncertainty, the optimization problem given
in (33) would remain the same, except for the constraints C3 and C4 which depend
on the channel uncertainty model. New constraints corresponding to C3 and C4 can
be written from (32) considering the worst case scenario as

C3 W supfgs;pu.d/ps j gs;pu.d/ 2 Ls;pu.d/g 
 IBd.l/
th ;

8pu.d/ 2 B
.l/
d

C4 W supfgk;pu.s/pk j gk;pu.s/ 2 Lk;pu.s/g 
 IBs.l/
th ;

8pu.s/ 2 B
.l/
s :

(34)
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Note that supremum of a set, supf�g, captures the essence of worst case
optimization.

4.5 Optimization Framework for the Proposed Scheme

In this section, we briefly describe the optimization framework for the formulated
probabilistic optimization problem (33). We first transform the probabilistic prob-
lem to deterministic and develop a power allocation algorithm. Once the power
allocation solution is obtained, we can determine the optimal relay assignment for
the transformed problem based on the Hungarian algorithm [25].

In order to solve the problem efficiently, we incorporate the outage-probability
(or, QoS) constraints C1 and C2 of (33) into the objective function. This is possible if
the constraints are fulfilled with equality at the optimal point, which is generally the
case for the low outage probabilities required in practical applications [12]. Thus,
the resulting optimization problem contains stronger constraints than the original
problem. Accordingly, the first QoS constraint becomes

C1 W Pr.
�

rs > C.1/
s;k jOhs;k

�
D pout: (35)

Using (24), C1 can be expressed as

Pr.

�ˇ
ˇ
ˇOhs;k C es;k

ˇ
ˇ
ˇ
2 
 .22rs � 1/

ps
jOhs;k

�
D pout; (36)

where �22s;k
D
ˇ
ˇ̌Ohs;k C es;k

ˇ
ˇ̌2 is a non-central chi-square distributed random variable

with non-centrality parameter, �2s;k D
jOhs;kj2
�2es;k

=2
and degrees of freedom n D 2.

To obtain a closed-form result, we approximate the non-central chi-square
distribution by the central chi-square �22s;k

.0/ [42, 43] and evaluate as

Pr.

�
�22s;k

 22rs � 1

ps

�
� Pr.

 

�22s;k
.0/ 


�
22rs � 1� =ps

1C �2s;k=2

!

D 1 � e
�
�
22rs � 1� =ps

2
�
1C �2s;k=2

�
:

(37)

Using the expression of (37) in (36), we can obtain the guaranteed QoS considering
channel estimation error in SU source to relay links as

rs D 1

2
log2.1C ps˛s;k/; (38)
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where ˛s;k D Œ�ln.1 � pout/� � 2
�
1C �2s;k=2

�
.

Similarly, C2 can be transformed into an equality constraint and a similar
expression to (38) can be derived.

Since the power and interference constraints are instantaneous in (33), as far as
the optimization problem is concerned, the average goodput Ugoodput

s;k maximization
is equivalent to the maximization of the instantaneous goodput for each set of
channel gains, although both criteria are different in general. Therefore, we can
write

argmax
fps;pkg

Ugoodput
s;k

D EOhs;k;Ohk;d
�
n
min

�
rs � Pr.

�
rs 
 C.1/

s;k jOhs;k

�
; rs � Pr.

�
rs 
 C.2/

k;djOhk;d

��o

� argmax
fps;pkg

n
min

�
rs � Pr.

�
rs 
 C.1/

s;k jOhs;k

�
; rs � Pr.

�
rs 
 C.2/

k;djOhk;d

��o

D argmax
fps;pkg

min
˚
.1 � pout/

1
2
log2.1C ps˛s;k/; .1 � pout/

1
2
log2.1C pk˛k;d/

�
;

(39)
where “�” denotes the equivalence relation.

4.6 Optimization Framework for Model-1: Probabilistic
Constraints

Since gs;pu.d/ is exponentially distributed with parameter 1=.�2s;pu.d//, the left hand
side of the first constraint C1 in (33) can be evaluated as

Pr.
�

gs;pu.d/ps 
 IBd.l/
th

�
D 1 � e

�
0

B
@

IBd.l/
th

�2s;pu.d/ps

1

C
A

: (40)

Therefore, the problem (33) can be written as a deterministic optimization problem
given by

8.s; k/ 2 S � K W argmax
fps;pkg

min
n .1 � pout/

2
log2.1C ps˛s;k/;

.1 � pout/

2
log2.1C pk˛k;d/

o

subject to :

C1 W ps 

IBd.l/
th

�2s;pu.d/f�ln.1 � c/g ; 8pu.d/ 2 B
.l/
d ;

C2 W pk 

IBs.l/
th

�2k;pu.s/f�ln.1� c/g ; 8pu.s/ 2 B
.l/
s ;

C3 W 0 
 ps; pk 
 Pmax:
(41)
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4.7 Optimization Framework for Model-2: Bounded
Uncertainty Constraints

For model-2 with bounded uncertainty region given in (34), we propose worst case
optimization approach in which the interference constraints are satisfied for all
possible values of the channel gains that lie in some bounded region. Therefore,
the constraint C3 in (34) can now be expressed as

supfgs;pu.d/ps j gs;pu.d/ 2 Ls;pu.d/g 
 IBd.l/
th ; 8pu.d/ 2 B.l/

d

) supf.Ogs;pu.d/C ımax
s;pu.d/v/ps j jvj 
 1g 
 IBd.l/

th ; 8pu.d/ 2 B
.l/
d

) Ogs;pu.d/ps C ımax
s;pu.d/ps 
 IBd.l/

th ; 8pu.d/ 2 B.l/
d :

(42)

Following a similar procedure, a similar expression to (42) can be derived for the
second interference constraint C4 of (34). Finally, replacing C1 and C2 in (41),
respectively with the constraints derived here, we obtain an equivalent deterministic
optimization problem for Model-2.

4.8 Solution Approach

It can be proved that the robust power optimization problem in (41) (for both the
channel uncertainty models) is convex and can be solved efficiently. The algorithm
to obtain the solution for problem (41) is given in Algorithm 3.

In Algorithm 3, we obtain the closed form analytical expression for optimal p�
s

and p�
k for user-relay .s; k/ pair for problem (41).

The optimal relay assignment can be obtained by forming a S � K matrix B D
Œb.s; k/�, such that

b.s; k/ D ws

	
.1 � pout/

1

2
log2.1C p�

s ˛s;k/



D ws

	
.1 � pout/

1

2
log2.1C p�

k˛k;d/



:

By applying Hungarian algorithm [25] on matrix B, we obtain the optimal .s�; k�/
pairs that maximize the weighted goodput of the CRN.

4.9 Simulation Results

We conduct simulations to show the effectiveness of our proposed solution and
compare the performance with the baseline scheme that ignores the imperfectness in
CSI. Different system parameters are considered to analyze the influence of different
channel estimation errors on the system performance. Frequency-flat Rayleigh
fading channels are assumed in all simulations. Each of the channel coefficients is
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SU-SU channels. (a) Average goodput versus uncertainty distance, �r among the channels of SU
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constraints c. (c) Average goodput versus channel estimation error variance �2e of SU-SU channels
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Algorithm 3 Power allocation for problem (41)

Require: ˛s;k ; ˛k;d; I
Bd .l/
th ; I

Bs.l/
th ; c; Pmax; �

2
s;pu.d/; �

2
k;pu.s/; Ogs;pu.d/; Ogk;pu.s/; ı

max
s;pu.d/; ı

max
k;pu.s/:

1: Calculate Pows and Powk given by

Pows D min

 
IBd .l/

th

�2s;pu.d/f�ln.1� c/g ;Pmax

!

; for model-1

Pows D min

 
IBd .l/

th

Ogs;pu.d/ C ımax
s;pu.d/

;Pmax

!

; for model-2

Powk D min

 
IBs.l/

th

�2k;pu.s/f�ln.1� c/g ;Pmax

!

; for model-1

Powk D min

 
IBs.l/

th

Ogk;pu.s/ C ımax
k;pu.s/

;Pmax

!

; for model-2

2: if

�
Pows˛s;k

˛k;d
� Powk

�
then

3: p�

s D Pows ; p
�

k D Pows˛s;k

˛k;d
4: else

5: p�

k D Powk ; p�

s D Powk˛k;d

˛s;k
6: end if

an i.i.d. circularly symmetric complex Gaussian random variable and distributed as

CN

�
0;

1

.1C d/˛

�
[44], where d is the normalized distance among various nodes

in the network and ˛ D 4 is the path loss coefficient.
The bounded uncertainty region for model-2, as discussed in Sect. 4.7, is

considered to be rectangular with four equal sides. The uncertainty distance, i.e., the
distance from the center of the rectangle to the center of each side (or, equivalently
half length of a side) is given by �r. Same channel estimation error variance �2e is
assumed for all SU to SU channels. We also consider that the maximum per-carrier
interference limit in both band Bd and Bs is the same, i.e., IBd.l/

th D IBs.l/
th D Ith. Since

both the source and the relays are UEs, the maximum power available are assumed
to be the same. Unless stated otherwise, probability of outage, pout, is assumed to be
0:1, equal priority is given to all the users by setting ws D 1, maximum power, Pmax

and interference threshold limit, Ith, are set at 1 and 0.1 W, respectively. The results
are averaged over 10,000 independent channel realizations.

Figure 10a–c show the average system goodput versus the uncertainty distance
�r, probability of satisfying the interference constraints c, and the channel estimation
error variance �2e of the SU channels, respectively, for different number of users S.
We see that average goodput decreases with the increase of �r , c, and �2e and
increases with the increase of the number of users S. The effect of error variance
�2e of the SU channels is more significant at the lower values of �r and c and
at higher number of users. This is because low �r or c values indicate better
estimation of the channels between SU transmitters and PU receivers. Low �r or c
values allow higher transmission capability of the CRN as the interference threshold
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Fig. 11 Probability of violating the interference constraints versus interference threshold Ith

margin becomes more flexible. Similarly, with increasing number of users, more
power is transmitted by the CRN. Since the average goodput is proportional to the
transmission power and inversely proportional to �2e , the effect of estimation error
in the SU-SU channels becomes more detrimental at high power regimes.

Figure 11 shows the probability of violating the interference constraints given
in (33) versus interference threshold Ith for different number of users. In this
simulation, we consider that some uncertainty is associated with the channels of
SU transmitters to PU receivers and compare the performance of our proposed
scheme with the baseline scheme which assumes the estimated channel to be perfect.
We observe frequent violations of the constraints for the baseline scheme in the
active region of Ith for ignoring the channel uncertainty in the design process. Since
increasing the number of users use more power to improve the system goodput,
the probability of violation increases with the increase of the number of users.
Similar trends of interference violation can be observed for the resource allocation
schemes proposed in [45, 46]. For our proposed probabilistic interference scheme,
i.e., model-1, we set c D 0:9. That is, we allow the interference constraints to be
violated with a probability of 0:1 when the constraints are active. As a result, we
see that the maximum value of interference violation is 1� c D 0:1, which is much
lower than the baseline scheme. Model-2, i.e., the bounded uncertainty model is
designed to satisfy the interference constraints for the worst case scenario. As a
result, no violation is observed for our proposed scheme when the uncertainty lies
in some bounded region.
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4.10 Summary

We have developed robust power allocation and relay-CR selection schemes for
a CR network where the SUs from different small cell PU networks communicate
with each other. In such a network with tight interference constraints in the PU band,
close proximity of the PUs and limited power budgets of SUs, the communication
among the SUs is established via D2D cooperation. We have developed efficient
resource allocation schemes with the provision of QoS to each SU considering
different channel uncertainty models in the network. Channel outage events, which
have resulted from the imperfect CSI under slow fading channels, have been
taken into account in our algorithm. System goodput of the CR network has been
maximized while satisfying the interference constraints for the PU bands both
probabilistically and for the worst case scenario. The joint optimization problem
is probabilistic and non-convex, which is very difficult to solve in its original form.
The problem has been approximated and transformed into a convex deterministic
form and a closed form analytical solution for power allocation has been derived.
The closed form power allocation solution helped us to develop an efficient relay-
CR selection scheme based on Hungarian algorithm. Our results reveal that the
implications of ignoring the imperfectness among different channels are violations
of interference constraints and failure to provide the QoS, which ultimately result in
retransmissions and wastage of power.

5 Conclusion and Future Research Directions

In this chapter, we discussed several resource allocation problems which attempt
throughput maximization in cooperative D2D networks operating under OFDMA or
cognitive radio architectures. A variety of system models were considered to under-
stand how cooperative D2D communications can benefit from incorporating packet
storage using buffers, energy-harvesting, and cognitive radio capabilities at UEs
in the network. For each system, we provided efficient solutions to joint resource
optimization problems including power allocation, subcarrier allocation, subcarrier
pairing, and relay-UE selection. Significant throughput gains are observed in each
system, thus proving that the system performance can be significantly improved
whenever the UEs are enabled with cooperative D2D capabilities.

Several interesting research works can be pursued to further investigate the
potential performance gains offered by cooperative D2D communications. Energy
Efficiency is becoming an important performance metric for 5G networks because
there are growing concerns about the global carbon footprint of telecommunication
systems. Energy Efficiency, which is the ratio of the total achieved throughput to
the total power consumption in the system, is a fractional and nonlinear function
and is different from the conventional performance measures. Therefore, potential
future research works can be to develop energy efficient resource allocation schemes
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for the cooperative D2D systems discussed in this chapter. Another extension of
this research can be to develop an intermix of the presented system models to
develop a comprehensive understanding of the benefits offered by cooperative D2D.
For example, resource allocation problems can be formulated to understand the
benefits of incorporating both packet-storage and energy-harvesting capabilities at
the UEs in cooperative D2D networks. Also, investigating the role of strict and soft
fractional frequency reuse patterns in enabling dense cooperative D2D networks
with spectrum availability constraints can be a possible future research work.

Another research direction in the field of cooperative D2D and mobile relays
can be investigating radio resource management problems such as opportunistic
D2D mode selection, i.e, switch opportunistically between overlay D2D and
underlay D2D, user association, link adaptation, multi-casting, and delay-tolerant
data offloading. Appropriate interference mitigation, load-balancing, and scheduling
algorithms can be derived when cooperative D2D capabilities are incorporated
in ultra-dense multi-tier heterogenous networks (HetNets). Also, the benefits of
cooperative D2D communications can be evaluated when operated in conjunction
with other 5G enabling technologies, such as massive MIMO, millimeter wave
spectrum, and full-duplex radio technologies. Wherever applicable, distributed
resource allocation algorithms can be proposed based on suitable trade-offs between
computational complexities and expected delays.
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Fog Computing and Its Applications in 5G

Longxiang Gao, Tom H. Luan, Bo Liu, Wanlei Zhou, and Shui Yu

Abstract With smartphones becoming our everyday companions, high-quality
mobile applications have become an important integral of people’s lives. The
intensive and ubiquitous use of mobile applications have led to explosive growth
of mobile data traffics. To accommodate the surge mobile traffic yet providing
the guaranteed service quality to mobile users represent a key issue of 5G mobile
networks. This motivates the emergence of Fog computing as a promising, practical
and efficient solution tailored to serving mobile traffics. Fog computing deploys
highly virtualized computing and communication facilities at the proximity of
mobile users. Dedicated to serving the mobile users, Fog computing explores
the predictable service demand patterns of mobile users and typically provides
desirable localized services accordingly. Stitching above features, Fog computing
can provide mobile users with the demanded services through low-latency and
short-distance local connections. In this chapter, we introduce the main features of
Fog computing and describe its concept, architecture and design goals. Lastly, we
discuss on the potential research issues from the perspective of 5G networking.

1 Introduction

Smartphones have already become our everyday companions. In 2011, the smart-
phone shipment worldwide overtook that of PCs for the first time in history, and
now the smartphone penetration has reached 75% in US. It is envisioned by Cisco
that the average number of connected mobile devices per person will hit 6.56 in
2020, due to the proliferating use of “Internet of Things” applications, e.g., smart
home, smart community, and emerging mobile electronics, e.g., wearable devices.

Smart devices have brought rich computing and communication capability to
the palm of our hand. As a result, rich mobile applications are enabled to enhance
our day-to-day experiences by enabling productivity, connectivity and achievement
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of our goals. For example, we may be already addicted to mobile applications
everyday for social connectivity and to fulfill our multimedia messaging needs.
On each passing day, mobile applications connect with wearable devices to read
our heartbeat and track our health conditions, adjust the temperature and light
of our room by communicating with smart home facility, coerce us to take that
morning walk, offer a different route that will help us avoid the rush hour traffic, and
become increasingly intelligent by understanding our mobilities, gestures and social
activities. Apparently, from changing the way we communicate to revolutionizing
the way we work and live, mobile electronics and applications pervade our daily
lives everywhere.

The proliferation and pervasive use of mobile applications inevitably leads to the
explosive growth of the mobile data traffic. To accommodate the surge mobile traffic
and in the meantime provide guaranteed service quality to mobile users represent
the key issue of next generation mobile networks. This motivates the emergence of
Fog computing as a promising, practical and efficient solution that extends cloud
computing to better serving mobile traffics. The term “Fog computing” was first
proposed by Cisco in 2012 [1]. Similar systems typically known as edge computing,
such as Cyber Foraging [2], Cloudlets [3] can date back to early 2000.

In this chapter, we introduce why the Fog computing is promising, the main
features of Fog computing and describe its concept, architecture and design goals.
Then we demonstrate a case study on how the Fog computing can improve the
network performance in 5G environment, followed by a discussion on the potential
research issues from the perspective of 5G networking.

2 Fog Computing Architecture

Fog computing extends the cloud-based Internet by introducing an intermediate
layer between mobile devices and cloud, aiming at the smooth, low-latency service
delivery from the cloud to mobile. This accordingly leads to a three hierarchy
Mobile-Fog-Cloud architecture as depicted in Fig. 1.

The intermediate Fog layer is composed of geo-distributed Fog servers which
are deployed at the edge of networks, e.g., parks, bus terminals, shopping centers,
etc. Each Fog server is a highly virtualized computing system, similar to a
light-weight cloud server, and is equipped with the on-board large-volume data
storage, compute and wireless communication facility. The role of Fog servers is to
bridge the mobile users and cloud. On one hand, Fog servers directly communicate
with the mobile users through single-hop wireless connections using the off-the-
shelf wireless interfaces, such as WiFi and Bluetooth. With the on-board compute
facility and pre-cached contents, they can independently provide pre-defined service
applications to mobile users without assistances from cloud or Internet. On the other
hand, the Fog servers can be connected to the cloud so as to leverage the rich
functions and application tools of the cloud. The next section describes some typical
examples of Fog computing in details.



Fog Computing and Its Applications in 5G 573

IP Core Network

Cloud

Fog
Servers

Mobile

Fog

Distance
to Users

Near

Far

Loca�on 1
(e.g., parkland)

Loca�on 2
(e.g., shopping

center)

Loca�on 3
(e.g., restaurent)

Fog
Servers

Fog
Servers

Fig. 1 Fog computing architecture

To summarize, the purpose of Fog computing is to place a handful of compute,
storage and communication resources in the proximity of mobile users, and there-
fore to serve mobile users with the local short-distance high-rate connections. This
overcomes the drawback of cloud which is far to mobile users with elongated service
delays. Therefore, the fog is interpreted as “the cloud close to the ground” [1].

3 Why Fog Computing?

Nowadays, the evolving of Internet has shown two obvious trends. First, the could-
based architecture is adopted to host major applications and storage. As predicted
by Cisco Global Cloud Index, the global cloud traffic will account for more than
three-fourths of total data center traffic by 2018. Second, the Internet users have
shifted predominantly from using desktop computers to smartphones and tablets.
With cloud becoming the overarching approach for service delivery and information
retrieval, and mobile users becoming the major service consumers, the seamless
interconnection of cloud computing and mobile applications therefore represents a
key issue in the 5G mobile networks and motivates the emergence of Fog computing.

To show the rationale of Fog computing, in what follows we take a retrospect
study by revisiting the design of cloud-based Internet and service requirements of
mobile users.
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3.1 Global and Local Information

The cloud computing represents an efficient and scalable centralized solution for
information management and distribution. It is efficient to serve the information
requests from the traditional desktop users. To be specific, the desktop users, typi-
cally accessing Internet at homes and offices are often interested in the information
which is irrelevant to their locations, such as the world news, stock market at
different cities or countries, to name a few. We refer to such information as the
global information. As a contrast, we refer to the location-based service information
related to the location of users as the local information. Cloud computing favors
desktop users with an optimized approach for serving the global information
services. With a scalable and efficient approach to store and manage the information
originated at different locations of the world and using a static public IP, cloud
computing conveniently distribute the cached global information from a remote
central server to desktops worldwide.

The mobile users, however, have distinguished service requirements from the
desktop users. This requires the current cloud-based Internet to be modified
accordingly to cater to the specific service requirements of mobile users. In specific,
different from desktop users, mobile users, particularly smartphones, are typically
in the outdoor environments. This makes their service requirements closely related
to their current locations. In other words, mobile users are more interested in the
local information around them. For example, a mobile user in a shopping center
tends to be interested in the sales, open hour, restaurants and events inside the
attended shopping center; such information become useless once he/she leaves the
shopping center. In another example, a traveller to a city would seek for information
on the places of interest, local news and weather conditions of the specific city, while
such information of other places is useless. The massive demand of location-based
mobile services is also reported in [4].

3.2 Physical and Communication Distance

The cloud-based Internet can be inefficient to serve the local information desired
by mobile users. As a motivating example shown in Fig. 2a, assuming that a mobile
user inside a shopping center intends to retrieve flyers of stores within the shopping
center. To do this using the cloud-based Internet, the stores may need to first upload
their flyers to a remote cloud server over Internet, and then direct mobile users
to retrieve the desired information from the remote cloud server. In other words,
although the physical distance between the mobile user (destination) and stores
(original source) is short, using the remote cloud as the information depot, the actual
communication distance can be far, e.g., from the cloud server to mobile user in this
example.
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The Fog computing paradigm represents a practical and efficient solution to
resolve the mismatch between physical and communication distances. As a remedy
shown in Fig. 2b, a Fog server can be deployed inside the shopping center and to
distribute the local store flyers to mobile users. As such, the physical distance is
equal to the communication distance and users can acquire low-latency desirable
services.

By minimizing the communication distance, the Fog computing therefore brings
the following two advantages:

• To mobile users: compared to cloud, the Fog computing can provide enhanced
service quality with much increased data rate and reduced latency and response
time. Moreover, by reducing the bandwidth cost of data transmission in the
backbone, the users can also be benefited from the reduced service cost.

• To network: by avoiding the duplicated back and forth traffic between cloud
and mobile user, not only the backbone bandwidth can be significantly saved,
the energy consumption of core networks can also be greatly reduced, which
contributes to the sustainable development of networking.

4 Components of Fog Computing

The Fog thus behaves as a surrogate of Cloud or a private Cloud at the user’s
premises. This enables Fog servers to be more efficient to handle the localized
computation requests. Therefore, Fog computing targets to deliver the localized and
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location-based service applications to mobile users. In what follows, we showcase
some examples of Fog computing implementation from this perspective, and discuss
on the features of a Fog server as a comparison to Cloud server.

4.1 Exemplary Implementations

4.1.1 Shopping Center

Assuming that a number of Fog servers are deployed inside a multi-floor shopping
center, which collectively form an integrated localized information system. The Fog
servers at different floors can pre-cache floor-related contents, such as the layout
and ads of stores on a particular floor. The Fog servers can deliver engaged services
including indoor navigation, ads distribution and feedback collections to mobile
users through WiFi.

4.1.2 Parkland

The Fog computing system can be deployed in the parkland to provide localized
travel services. For instance, Fog servers can be deployed at the entrance and
other important locations of the park. The Fog server at the entrance can pre-
cache information including park map, travel guide and local accommodations;
other Fog servers at different locations inside the park can be incorporated with
sensor networks for environment monitoring and provide navigation to travellers.
By connecting the Fog servers to the park administration office and cloud, the Fog
servers can be used as an information gateway to send timely alerts and notifications
to travellers.

4.1.3 Inter-State Bus

Greyhound has launched “BLUE” [5], an on-board Fog computing system over
inter-state buses for entertainment services. As an example illustrated in Fig. 3, a
Fog server can be deployed inside the bus and provides on-board video streaming,
gaming and social networking services to travellers using WiFi. The on-board Fog
server connects to the Cloud through cellular networks to refresh the pre-catched
contents and update application services. Using its computing facility, the Fog server
can also collect and process user’s data, such as number of travellers and their
feedbacks, and report to cloud.
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Fig. 3 On-board fog computing system
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Fig. 4 Fog computing for content distribution in vehicular ad hoc networks

4.1.4 Vehicular Fog Computing Networks

Luan et al. [6] present the application of Fog computing as an integrated large-
scale network for localized content disseminations. Figure 4 shows a motivating
scenario. Assuming that a store installs a Fog server at its parking lot with the
purpose to distribute the store flyer. In step 1, the store uploads flyers to the Fog
server via wireless connections, and the Fog server distributes the flyers wirelessly
to vehicles driving through its coverage using wireless communications. With the
vehicle moving to different locations, it can further disseminate the cached flyers
to other vehicles using wireless communications, as depicted in Step 2. In Step 3,
the flyers can also be retrieved and cached at other Fog servers deployed at different
locations, e.g., bus stop, and further propagated in the network.
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4.2 Comparison to Cloud Computing

Fog computing is featured by the dedication to serving the localized and location-
based applications. To this end, a Fog server manages its on-board resources to fully
explore the location information and predictable user demand with the following
functions.

• Wireless: Fog computing is dedicated to serving the mobile users. Each Fog
server typically has limited wireless coverage, e.g., 200 m using WiFi, and
directly interacts with mobile users using the single-hop wireless connections.

• Local Services: Fog computing is dedicated to serving the localized information
and providing location-based service applications. For example, the Fog com-
puting system deployed in a specific park only provide the navigation services
within the park.

• Distributed Management: A Fog computing system may typically be deployed
and managed by the local business, with the purpose to deliver designated
contents and services to specific user groups.

Using the example in Fig. 4 for illustration, the Fog servers provide localized
content distribution using wireless communications, which matches the first two
features. The Fog server deployed nearby the store may be installed and managed
by the store owner for the distribution of store flyers; the Fog server at the bus
stop may be managed by the bus company for the distribution of bus information,
e.g., bus schedules, safety manual, etc., to mobile users waiting for the bus. The
Fog computing system in [6] is therefore distributedly constructed with Fog servers
distributed installed and managed by different entities to serve their own purposes,
which matches the third feature.

Table 1 summarizes the differences between Fog computing and Cloud
computing.

By targeting to different user groups at different locations, Fog computing
extends Cloud computing to better serve local mobile traffics. As the system
architecture shown in Fig. 1, the Fog servers deployed at different locations would
be used to deliver engaged services specified by their owners. The Fog servers
at different locations can connect to the same cloud and form an integrated Fog
computing system in a wide region.

4.3 Components of Fog Computing

4.3.1 Storage

In a predefined service area, a Fog server predicts the mobile user’s demand on
information and pre-cache the desirable information accordingly using a proactive
way in its storage. Such information can be either retrieved from the Cloud or
uploaded by its owner. For example, the Fog server installed at a restaurant can
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Table 1 Comparison of fog computing and cloud computing

Fog computing Cloud computing

Target user Mobile users General Internet users

Service type Limited localized information
services related to specific
deployment locations

Global information collected from
worldwide

Hardware Limited storage, compute power
and wireless interface

Ample and scalable storage space
and compute power

Distance to users In the physical proximity and
communicate through single-hop
wireless connection

Faraway from users and
communicate through IP networks

Working environment Outdoor (streets, parklands, etc.)
or indoor (restaurants, shopping
malls, etc.)

Warehouse-size building with air
conditioning systems

Deployment Centralized or distributed in
reginal areas by local business
(local telecommunication vendor,
shopping mall retailer, etc.)

Centralized and maintained by
Amazon, Google, etc.

pre-cache the menu of the restaurant and dish recipes to serve the mobile users inside
the restaurant. In another example, the Fog servers deployed in the airport can pre-
cache the flight and local transportation information which is desirable to travellers
in the airport. Therefore, the key design issue of Fog computing is to predict the
user’s demand and proactively select the contents to cache in the geo-distributed
Fog servers based on the specific locations.

The Content Delivery Network (CDN) [7] represents the most mature catch
networks and extensively pursued in both academic and industry. CDN is the
Internet-based cache network by deploying cache servers at the edge of Internet
to reduce the download delay of contents from remote sites. CDN mainly targets
to serve traditional desktop Internet users, which have much broader interests and
blur service demands that are more difficult to predict than those of mobile users.
With precise service region, Fog computing has more clear target users of specific
service demand. It is thus key for Fog servers to explore this feature to fully utilize
its storage and computing resources to provide the most desirable services to mobile
users.

Similar to Fog computing, the Information Centric Network (ICN) [8] is also a
wireless cache infrastructure which provides content distribution services to mobile
users with distributed cache servers. Different from the cache servers in ICN, the
Fog servers are intelligent computing unit. Therefore, the Fog servers are not only
used for caching, but also as a computing infrastructure to interact with mobile users
and devices for real-time data processing. The Fog servers can be connected to the
cloud and accordingly utilize the extensive computing power and big data tools for
rich applications other than content distribution, such as internet of things, vehicular
communications and smart grid applications [1].
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Baştuğ et al. [9] also show that the information demand patterns of mobile users
are predictable to an extent and propose to proactively pre-cache the desirable
information before users request it. The social relations and device to device com-
munications are leveraged. Unlike Fog computing, the proactive caching scheme in
[9] is not explicitly used to serve local information services. As a more broad and
generic paradigm, Fog computing can incorporate the proactive caching framework
as described in [9].

4.3.2 Compute

A salient feature that differentiates Fog computing from the traditional cache
networks is that Fog servers are intelligent compute system. This allow a Fog server
to autonomously and independently serve local computation and data processing
requests from mobile users. Satyanarayanan et al. [10] shows the applications of
Fog computing in the cognitive applications. In another example, a Fog server inside
the shopping mall or parkland can maintain an on-board geographic information
system, and provide the real-time navigation and video streaming to connect mobile
users.

Bridging the mobile and Cloud, a Fog server can also be conveniently used
to collect the environmental data or demographic data from mobile users at the
deployed spot, and transport the collected big data to Cloud for in-depth data
analysis; the results can be provided to third party for strategic and valuable insights
on business and government event planning, execution and measurement.

Despite of the high computing power, the Cloud is faraway from mobile
users and can hardly support real-time computing intensive applications due
to the bandwidth-constrained IP networks. The demand of real-time resource-
intensive mobile applications, e.g., cognitive and internet-of-things applications,
motivates the design of ubiquitous edge computing system [10, 11]. Cloudlets [3, 10]
adopt the same framework of Fog computing, in which a Cloudlet server, similar
to the Fog server, is deployed in the proximity of mobile users and processes
the computing requests of mobile devices at real-time for video streaming and
data processing. A comparison of processing delays using Cloudlets and Amazon
Clouds is shown in http://elijah.cs.cmu.edu/demo.html. Transparent computing [11]
is a highly virtualized system, which targets to develop the computing system
transparent to users with cross-platform and cross-application support.

The Fog computing is a generic platform for edge computing and focuses on
the localized service applications and computation requests. The prototype and
techniques in [10, 11] can be incorporated in Fog computing framework.

4.3.3 Communication

Fog server can equip with different wireless interfaces, e.g., WiFi, Bluetooth and
visible light communications [12] according to the specific application scenarios.
The Fog computing differs from traditional radio access networks, e.g., WiFi and
Femtocell networks, in two important ways.

http://elijah.cs.cmu.edu/demo.html
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Cross-Layer Design Unlike traditional WiFi access points, the Fog server manages
an autonomous, all-inclusive network by providing both service applications and
wireless communications to mobile users in the coverage. Therefore, a Fog server
can work without Internet connections as that in [6]. Note that the Fog computing
tailors its applications based on the specific deployment location and environment,
and therefore is highly service-oriented. To this end, a Fog server can manage all the
communication layers and effectively enables the cross-layer design [13] to provide
the best service quality to users. For example, as in “BLUE” [5], a Fog server
can cache a number of videos and deliver Youtube-like video streaming services
to mobile users in the proximity. In this case, based on the context, wireless channel
and video popularity information, the video services can be conveniently adapted
towards the optimal performance via cross-layer adjustifications.

Predictable Location-Based Service The key of Fog computing is to provide
the localized network and information applications to mobile users, whereas the
traditional radio access networks focus on the provision of Internet applications and
global information. With this distinguished feature, the design of Fog computing
communications needs to consider the specific deployment environment and the
features of mobile users in the considered scenario. For example, a Fog computing
system deployed in the shopping mall needs to address the diverse mobilities of
users, whereas the similar system deployed in the inter-state bus [5] only needs to
consider static on-board passengers.

5 Case Study: Hybrid Data Dissemination in Fog Computing

In this section, we demonstrate a case study based on Fog computing and show
how Fog computing can be incorporated into the 5G network towards improved
performance to mobile users.

5G technique will make streaming applications becoming more and more
popular, however the long latency may severely affect the user experience and is
not tolerable. To address this issue, Fog computing can move Cloud services from
remote Internet to the edge of networks and makes streaming content much closer to
mobile users, which significantly decreases the streaming latency. On the contrary,
the data dissemination from Cloud to every Fog servers can be expensive, which
may takes the hudge 5G bandwidth resource. In addition, note that since the majority
of streaming applications are video based, such as movies, teleplay and product
advertisement, such contents are not always necessary to be strictly up-to-date and
1 or 2 days latency is affordable. Therefore, the Fog computing and delay tolerant
network (DTN) techniques can be combined together to improve the performance
of 5G network.
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Fig. 5 Data dissemination in fog computing based on delay tolerant network technique

5.1 System Model

To have an efficient data dissemination in Fog computing, DTN is used to offload
data among Fog servers. For example, in Fig. 5, if Fog server A has some small
content, such as a new video ads, but Fog server B does not. In previous, Fog
server B needs to get the update from a Cloud server directly. With DTN technique,
user 1 could download this content when he has a coffee in this cafe shop. After
a couple of hours, he goes to shopping center for shopping. When he moves into
the transmission range of Fog server B, the content storied in user 1’s mobile
device is automatically upload to Fog server B and this store-carry-forward process
is completed. For a large content, e.g. a high definition movie, transmitted from
Fog server B to Fog server A, vehicle based DTN is used. In this example, if
car 2 is parked in shopping center and within the Fog server B’s transmission
range, it downloads this movie into its local storage. Once this vehicle moves to
the transmission range of Fog server A, this movie is uploaded to it and this data
dissemination is completed.

In addition of the above DTN based data dissemination between mobile user and
Fog server, direct data dissemination from Fog server to Fog server based on DTN
technique is also available. As shown in Fig. 6, there is an on-board Fog server on
a tourism bus, where all passengers on this bus can access its Fog server to watch
movies or play games. If a passenger wants to find some new stuff, such as “just in”
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Fig. 6 Data dissemination between fog servers

news, Fog server can use the cellular network to retrieve this content immediately.
When this bus travel to a small town along its route, it can synchronize its content
with the Fog server located in this small town to update both servers’ content list.
If the Fog server in this small town has some content while other small towns along
the route do not have, this tourism bus could download these contents into its local
storage and carry to those small towns where they need these contents.

With the above DTN based data dissemination techniques, we propose a hybrid
data dissemination model, as shown in Fig. 7. This hybrid model not only includes
the normal data dissemination between Cloud servers and Fog servers, but also
involves large amount low-cost DTN based data disseminations, which can be used
between Fog servers and mobile users and among Fog servers. To organize these
data dissemination, we re-identify the function of Cloud servers. In this model, the
main function of Cloud server is to act as the “control plane” to determine the Fog
server needed to be updated with the required content and control data dissemination
process, as shown in Fig. 8. Fog servers and part of Cloud servers are treated as “data
plane” to provide data dissemination service.

This data dissemination model has three components, namely as Data Struc-
tures, Protocol Messages and Algorithms. Data structures use tables to store key
information which is used to determine the path of data dissemination. Protocol
messages use various tapes of messages to discover content and mobile devices
associated with a Fog server, exchange content list, and other tasks to learn and
maintain accurate information about the network. Algorithms are used to calculate
the best data dissemination path.
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Fig. 7 Hybrid data dissemination model in fog computing

Cloud server in this model needs to have an overall information and its data
structures include the following tables:

• Fog Server List Table: a table to record all Fog servers, which are managed by
Cloud server. This table includes Fog server’s ID, content ID in each of Fog
servers, mobile device ID associated with each of Fog servers.

• Global Content List Table: a table to record all public contents (not include these
private content created by Fog server owner) in Fog servers or supposed to be in
Fog servers. This table includes content ID, the size of each contents, Fog server’s
ID (for these Fog servers who have this content), date of update, validation time.

• Mobile Devices’s Movement Pattern Table: a table to record mobile device’s ID,
Fog server ID (whom mobile device linked before), linked time, social attribute,
geographic movement pattern.

A Fog server needs to have a table to record content ID, the size of this content,
mobile device’s ID which linked with this Fog server, the linked duration of this
mobile device. For mobile devices, they need to record the content ID which they
carry on, their movement path, time duration with a Fog server and its ID.

In order to collect and exchange the above information, several data messages
are used in this model.

• Hello Message between Fog Servers and Cloud Server: an update message from
a Fog server to its Cloud provider, which includes its content ID and associated
mobile devices ID. This is a triggered message.
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Fig. 8 Control plane and data plane in this model

• DTN Data Dissemination Request Message: a message sent from Cloud provider
to a Fog server. When a Cloud provider determines there is a content need to be
updated for Fog server A, if Fog server B has this content and its associated
mobile device has potential move to Fog server A, a DTN data dissemination
request message is sent to Fog server B to ask it to disseminate the content
through that mobile device.
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• DTN Data Dissemination Accept Message: a message sent from Fog server to
its Cloud provider. Once a Fog server received a DTN data dissemination request
message and it sends the content to the corresponding mobile device, it sends this
DTN data dissemination accept message to its Cloud provider to confirm that this
content has been sent out.

• DTN Data Dissemination Decline Message: a message sent from Fog server to its
Cloud provider. When a Fog server received a DTN data dissemination request
message, it’s associated carrier (mobile device), for some reason, does not receive
the complete content before this carrier leave the current Fog server. In this case,
the DTN data dissemination decline message is sent back to the Cloud provider.

• DTN Data Dissemination Acknowledgement Message: a message sent from
Fog server to its Cloud provider. When a Fog server receives the assigned
content from carrier, it sends this acknowledgement message to Cloud provider
to confirm that this DTN data dissemination is completed.

Algorithms together with other operations in this hybrid data dissemination
model are described in the following sub-section.

5.2 Data Dissemination

Hybrid data dissemination is determined by control plane, as shown in Fig. 8,
where Cloud provider in the control plane has the global information to control
the data plane. The main data flow control algorithm conducted by Cloud provider
is illustrated in Algorithm 1, where Cloud provider checks its global Fog server
and content lists to determine the Fog server that needed to be updated, and the
required content. It also checks which Fog server has this content. If none of Fog
server has this content, Cloud provider sends updated content to that Fog server
directly by using traditional Cloud based techniques, such as broadband and cellular
networks [14]. Otherwise, the DTN based data dissemination is applied by using
Algorithm 2 to choose mobile devices, which are connecting with these selected
Fog servers, as carriers to provider DTN based data dissemination services.

The carriers selection is based on their delivery time and delivery probability
(Algorithm 3). A pre-determined content delay threshold, Tdelay, which is an
attribute of this content and can also be treated as content delivery priority, is
provided by the Cloud provider. Only those mobile devices (carriers) with a shorter
delivery time compared with the pre-determined delay time, and a higher delivery
probability are selected as potential DTN based data dissemination carriers.

Once these carriers are chosen, Cloud provider sends DTN data dissemination
request message to each of the selected Fog servers to ask them send the required
content to the Fog server which is needed to be updated. If the content is transmitted
to the carried successfully, a DTN data dissemination accept message is sent back
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Algorithm 1 Data Flow Control Algorithm
Step 1: Cloud provider compares its “Global Content List” table with “Fog Server List” table
to determine which Fog server is needed to be updated. In this case, Fog sever Fd is determined
and content C is needed to be updated.
if There is no other Fog server has this content then

Cloud provider sends this content to the Fog server directly, which is the same as traditional
Cloud service and this dissemination process is finished.

else
Move to the next step

end if
Step 2: Cloud provider determines a list of Fog servers, < Fc1;Fc2;Fc3; � � � >, which have this
content.
Step 3: Algorithm 2 is used to select n most suitable carrier, Carriern , to provide this DTN
dissemination service.
if n greater than 0 then

Move to the next step
else

Cloud provider sends this content to the Fog server directly, which is the same as traditional
Cloud service and this dissemination process is finished.

end if
Step 4: Cloud provider sends “DTN Data Dissemination Request” message to each of selected
Fog servers to ask them send the content C to Fd by using the carrier (mobile device) determined
in Step 3.
Step 5: Once a Fog server receives “DTN Data Dissemination Request” message, it sends the
content C along with the destination, Fd , to the selected carrier.
if Content C is transferred to the selected carrier completely then

This Fog server sends the “DTN Data Dissemination Accept” message to its Cloud provider
and move to the next step.

else
This Fog server send the “DTN Data Dissemination Decline” message to its Cloud provider.
When Cloud provider receives this message, it repeats Step 3 to get the “n+1” Fog server, if
it has, and continue from Step 4.

end if
Step 6: Once Fd receives the content C, it sends “DTN Data Dissemination Acknowledgement”
message to Cloud provider.
Step 7:
if Cloud provider receives the “DTN Data Dissemination Acknowledgement” message within a
pre-defined period, Tdelay, in Algorithm 2 then

It updates “Fog Server List” and “Global Content List” tables, and this data dissemination is
finished

else
It repeats from the Step 1

end if

to Cloud provider confirming this content has been sent out. Otherwise, a DTN data
dissemination decline message is sent out. For example, a mobile device (carrier)
left the Fog server’s coverage area.

When the Fog server, who needs this content, receives the content, it sends a
DTN data dissemination acknowledgement message to Cloud provider to confirm it
has received the content and this DTN based data dissemination process is finished.



588 L. Gao et al.

Algorithm 2 DTN Data Dissemination Carrier Selection Algorithm
Step 1: Cloud provider determines the affordable delay time, Tdelay, of this content. Tdelay Cloud
be treated as the priority of this content.
Step 2: Cloud provider checks its “Fog Server List” and “Mobile Devices’s Movement Pattern”
tables to find the list of mobile users accessed Fd before, MobListd.i/, and their average
connection time with Fd , Timed.i/, where i is the ID of connected mobile device.
Step 3: These mobile devices with a short connection time are filtered out, as they are not able
to upload the content to the Fog server:
for each of mobile device in MobListd.i/ do

if

SizeC

Speedi
> Timed.i/

then
This mobile device is filtered out from MobListd.i/ and a new list MobList0d.r/ is formed,
where r is the number of mobile device meeting the above condition

end if
end for
Step 4: MobList0d.r/ is further classified into two categories, scheduled and non-scheduled
visit lists. Scheduled visit list stores these mobile devices which are pre-determined to visit a
particular Fog server, such as airport shuttle bus. The rest of filtered mobile devices are classified
into the non-scheduled visit list.
Step 5: For scheduled mobile devices, Si, as long as its delivery time, which is the time
from now to its next scheduled visit time, is within the Tdelay, it is added into the DTN data
dissemination carrier list, < CarrierS1;CarrierS2; � � � ;CarrierSx >, where x the total number of
carriers selected to add into the carrier list.
Step 6: Non-scheduled mobile device list, NSi, is re-ordered by mobile devices’ delivery
probability to Fd based on Algorithm 3. Cloud provider select the top y mobile devices according
their delivery probabilities to add them into the DTN dissemination carrier list, where the number
of y is the largest number to satisfy the following condition:

Px
iD1 DeliTimeSi CPy

iD1 DeliTimeNSi

x C y
< Tdelay

End: Now x C y mobile devices are selected as carriers to provide DTN data dissemination
service.

Otherwise, Cloud provider needs to re-select mobile nodes as carriers or directly
sends the content using traditional method. Detailed hybrid data dissemination
processed are illustrated in Algorithms 1–3, and notations used in these three
algorithm are explained in Table 2.

6 Future Research Topics of Fog Computing in 5G

Based on the Mobile-Fog-Cloud hierarchy shown in Fig. 9, we envision potential
research directions from the communication efficiency’s viewpoint as follows.
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Algorithm 3 Mobile Device Delivery Probability
Step 1: For each of mobile devices, m, Cloud provider collects its contact frequency with Fd ,
ConFrem , geographic locations and visit times of the three most recently visited Fog servers,
Locm < Lan; Lon; T >.
Step 2: Based on the three most recent visited history, Locm < Lan; Lon; T >, and real distance
from the map, average movement speed and direction of mobile device m could be generated as
Speedm and Directionm .
Step 3: The expected delivery time from mobile device m to Fog server Fd , DeliTimem, is
calculated by using Speedm , Directionm and the geographic distance between both them.
if DeliTimem > Tdelay then

The delivery probability of this mobile device, DeliProbm , is marked as 0 and this algorithm
is finished

else
Move to next step

end if
Step 4: Assume there are n suitable mobile devices left in this step. The overall delivery
probability of mobile device m is calculated as:

DeliProbm D ConFremPn
iD1 ConFrei

� .1� DeliTimemPn
iD1 DeliTimei

/

and each of them is added into the delivery probability list, DeliProbListŒn�.
Step 5: Sort DeliProbListŒi� in ascending order
Set u D 1; j D n
while u � n do

while j > u do
if DeliProbListŒj � 1� > DeliProbListŒj� then

swap(DeliProbListŒj � 1�, DeliProbListŒj�)
end if
j � �

end while
u C C

end while
This delivery probability list is ready to be used for Algorithm 2.

6.1 Communications Between Mobile and Fog

Note that a Fog server manages 3-D resources including storage, computing and
communication. The service quality acquired by users relies on the collective
performance of resource utilization from all the three dimensions. Moreover, as
Fog computing typically provides pre-defined application services and targets to
specific user groups, the service-oriented resource allocation customized to the
specific deployment environments is thus necessary. For example, considering the
on-board Fog computing system inside the inter-state bus as in Fig. 3, three types of
traffics may coexist including video streaming, gaming and web surfing delivered
through the same Fog server. As such, a cross-layer MAC design at the Fog server
can be devised based on the application’s information. Considering that Fog servers
have limited storage and deliver limited localized services only, another key design
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issue is how to optimally select the desirable information contents to cache at each
Fog server and determine the appropriate service applications which cause the least
service failure rates to mobile users. The solution needs to consider the predictable
pattern of mobile service requests, available storage and compute power of a Fog
server.

The Fog computing can also be incorporated with the 5G cellular networks. In
this case, by making the cellular base station a Fog server with on-board storage and
compute facility, the entire Fog system can provide greater coverage and dedicated
services to cellular users.

6.2 Communications Between Fog and Cloud

The cloud performs two roles in the integrated Fog computing system. First,
the cloud is the central controller of Fog servers deployed at different locations.
With each Fog server focusing on the service delivery to mobile users at specific
locations, the cloud manages and coordinates the geo-distributed Fog server clusters
at different regions. Second, the cloud is the central information depot. The Fog
servers at different locations select the information contents from the cloud and
then deliver the copied contents from its cache to the mobile users. With above two
roles, the design goal of the communications between fog and cloud can be twofold:
(1) how to enable the reliable and scalable control of Fog servers at the cloud; and
(2) how to develop the scalable data routing scheme from cloud to Fog server for
content updates.

Note that the dual functions of cloud as stated above well match the architecture
of a software-defined networking (SDN) [15, 16], which decouples the traffic
routing to the control plane and data plane. It is thus promising to apply the SDN
scheme for the control of Fog computing.

Fog Server
Cluster 1

Fog Server
Cluster 2

Fog Server
Cluster 3

Cloud
Server

Cloud

Fog

Mobile
Fog-Cloud connec�on

through Internet
Fog-Fog connec�on

through Internet

Fig. 9 Mobile-fog-cloud architecture of fog computing
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Table 2 Notation used in Sect. 5.2

Notation Definition

Fd A fog server needed to be updated (the destination of data
dissemination)

C A content needed to be updated and disseminated

Fi The fog server i

Carrieri A content carrier (mobile device) i to provide DTN based data
dissemination service

Tdelay The maximum affordable delay time of a content. It is a time
period from now to its must updated time, such as a shopping
center promotion video must be released on every Wednesday

MobListd.i/ The ith mobile device (carrier) in the mobile list attached with fog
server d

Timed.i/ An average connection period between mobile device i and fog
server (d). It is a maximum time window used to
upload/download a content to a fog server

SizeC The size of content C

Speedi The wireless transmission speed of mobile device i

Loci <

Lan; Lon; T >
The geographic location vector of mobile device i visited at
latitude Lan and longitude Lon on time T

Directioni The expected movement direction of mobile device i

DeliTimei An average content delivery time of Carrier i to the destined fog
server

ConFrem A contact frequency between the mobile device m and its destined
fog server

DeliProbListŒn� A list to store all carriers (mobile devices) delivery probability to
the destined fog server

6.3 Internet-of-Things Applications

As Fog servers are deployed at the physical spot close to mobile users and can be
equipped with sensors, it is convenient to incorporate the Fog computing with the
Internet-of-things applications. Bonomi [1] and Stojmenovic and Wen [17] present
the examples of adopting Fog computing in the applications of smartgrid, vehicular
networks and sensor networks.

7 Conclusion

This book chapter introduced the Fog computing under 5G environment.
This article presents Fog computing, a new networking frontier dedicated to

serving mobile users. By deploying reserved compute and communication resources
at the edge, Fog computing absorbs the intensive mobile traffic using local
fast-rate connections and relieves the long back and forth data transmissions among
cloud and mobile devices. This significantly improves the service quality perceived
by mobile users and, more importantly, greatly save both the bandwidth cost
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and energy consumptions inside the Internet backbone. Therefore, Fog computing
represents a scalable, sustainable and efficient solution to enable the convergence
of cloud-based Internet and the mobile computing. The purpose of this article is
to investigate on the major motivation and design goals of Fog computing from
the networking’s perspective. We emphasis that the emergence of Fog computing is
motivated by the predictable service demands of mobile users, and Fog computing
is thus mainly used to fulfill the service requests on localized information. As a
Fog server possesses hardware resources in three-dimensions (storage, compute and
communications), the 3-D service-oriented resource allocations are therefore the
key of Fog computing. Moreover, with the three-tier Mobile-Fog-Cloud architecture
and rich potential applications in both mobile networking and Internet-of-things, the
Fog computing also opens broad research issues on network management, traffic
engineering, big data and novel service delivery. Therefore, we envision a bright
future of Fog computing.
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A Conceptual 5G Vehicular Networking
Architecture

The Driving Force to Connected Autonomy

Konstantinos Katsaros and Mehrdad Dianati

Abstract This chapter presents a thorough investigation on current vehicular
networking architectures (access technologies and overlay networks) and their
(r)evolution towards the 5G era. The main driving force behind vehicular network-
ing is to increase safety, with several other applications exploiting this ecosystem
for traffic efficiency and infotainment provision. The most prominent existing candi-
dates for vehicular networking are based on dedicated short range communications
(DSRC) and cellular (4G) communications. In addition, the maturity of cloud
computing has accommodated the invasion of vehicular space with cloud-based
services. Nevertheless, current architectures can not meet the latency requirements
of Intelligent Transport Systems (ITS) applications in highly congested and mobile
environments. The future trend of autonomous driving pushes current networking
architectures further to their limits with hard real-time requirements. Vehicular
networks in 5G have to address five major challenges that affect current archi-
tectures: congestion, mobility management, backhaul networking, air interface
and security. As networking transforms from simple connectivity provision, to
service and content provision, fog computing approaches with caching and pre-
fetching improve significantly the performance of the networks. The cloudification
of network resources through software defined networking (SDN)/network function
virtualization (NFV) principles, is another promising enabler for efficient vehicular
networking in 5G. Finally, new wireless access mechanisms combined with current
DSRC and 4G will enable to bring the vehicles in the cloud.

1 Introduction

Connected vehicles enable a broad range of applications for safety, traffic efficiency
and infotainment, and in the future facilitate connected autonomous vehicles.
However, it is shown that the current communication systems are not sufficiently
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Fig. 1 Evolution of vehicular safety systems with connectivity and automation (NHTSA classifi-
cation [50]: Level 1: Function specific automation; Level 2: Combined function automation; Level
3: Limited self driving automation; Level 4: Full self-driving automation)

reliable for the market [59] and something that raises concerns to the public
when vehicles are travelling through traffic automatically with no driver behind the
wheel. On the other hand, academia and industry are capitalizing on the application
requirements and weaknesses of current communication systems to research and
design the fifth generation (5G) networks.

There are presently two parallel paths in automotive industry that 5G will seek
to converge; connected and autonomous vehicles (Fig. 1). Safety has always been
one of the driving forces of innovation in automotive industry. From passive and
active safety systems such as seatbelts and sensors, which alleviate the damage of an
accident and alert drivers, we are currently at what is known as connected mobility.
Intelligent Transportation Systems (ITS) are the building block for connected
mobility. They are the outcome of coupling transportation systems with wireless
communications offering users several innovative and effective services. It is
envisaged that the future vehicles will be able to form ad-hoc networks between
them, or connect to infrastructure in order to exchange important traffic and safety
related information in highway and urban environments. There is a strong demand
from the automotive industry, driven by market forces and consumer needs, to
transform future cars into smart, connected systems, a smartphone on wheels,
that offer personalised services and have the capability to adapt to the users’
preferences and needs. Several communication technologies have been proposed
and investigated for vehicular network applications from academia, industry and
governmental bodies. Each of these technologies have certain properties that make
them suitable for particular type of applications, mostly dictated by the end-to-end
delay requirements, and the dissemination mode i.e. broadcast, geocast, or unicast.
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However two technologies, namely, dedicated short range communication (DSRC),
e.g., IEEE WAVE, ETSI ITS G5, and cellular, e.g., 3GPP LTE, are the most
promising potential candidates.

What is more, state-of-the-art cars in the market currently provide some simple
autonomous features such as emergency braking function, adaptive cruise control,
and lane assist system. In addition, advanced navigation and infotainment sys-
tems take advantage of the Internet connectivity via cellular networks to provide
enhanced and dynamic navigation services. Research in robotics, inspired by
unmanned space vehicles, has given birth to driverless concept cars such as Google
robotic car1 empowered by proximity sensing and on-board autonomous processing.

Given that by 2030–2050 nearly all cars are expected to be autonomous
[42], it is emerging that a combination of connected vehicles and autonomy can
significantly boost the performance, safety, and reliability of new generations of
autonomous transportation system. The binding component to achieve this, is 5G
communications. Connected autonomous vehicles will lead to vastly improved
safety and fewer collisions. KPMG estimates that by 2030, connected autonomous
cars could save over 2500 lives and prevent more than 25,000 serious accidents in
the UK. Production and dissemination of traveller information will be improved
with the exploitation of Internet of Things (IoT) and Big Data analytics facili-
tated by low-latency, fully connected vehicles and cloud infrastructure. Travelling
experience will be enriched for autonomous vehicles’ occupants with augmented-
reality infotainment systems. In this direction, Ericsson has proposed the Connected
Traffic Cloud—a managed cloud concept that enables the sharing of real-time traffic
and road condition data between connected vehicles and road traffic authorities.
Future cars will be highly autonomous, smart systems that relieve the drivers
from tedious tasks and reduce the negative impacts of human errors on safety
of passengers and pedestrians. They will be connected to the internet and their
surrounding environment (other cars and infrastructures), having access to a massive
amount of information and processing power from the cloud and awareness about
their surroundings environment. This will improve safety, efficiency, environmental
friendliness, and comfort level of future transport systems. Such significant increase
in digital capabilities of future cars is expected to have enormous positive economic
and societal impacts.

Following this brief introduction to the vehicular networking ecosystems and
their potential benefits, Sect. 2 provides a more detailed description of the vehicular
applications and the specific requirements they have from a networking perspective.
Then, in Sect. 3 current vehicular communication systems and their limitations are
presented, demonstrating different access technologies as well as networking archi-
tectures. Based on the requirements for current and future vehicular application, as
well as the limitations of current vehicular communication systems, a conceptual
vehicular networking architecture towards 5G is proposed in Sect. 4. Finally, Sect. 5
concludes this chapter.

1Google Self-Driving Car Project [online]: https://plus.google.com/+GoogleSelfDrivingCars.

https://plus.google.com/+GoogleSelfDrivingCars
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2 Vehicular Applications and Requirements

In this section, current and futuristic use cases of vehicular networks and their
specific communication requirements are reviewed. These include latency limits,
reliability, as well as security and privacy requirements, focusing only on off-board
communications.2 The basic requirements and use cases for 5G networking have
been presented in Chap. “Spectrum Analysis and Regulations for 5G”. and can be
summarized in the following list compared to current 4G:

• Increase in mobile data volume (bps/km2) and peak data rates by a factor of x100
and x1000, respectively;

• Reduce the end-to-end delay to 1 ms;
• Increase reliability and support higher mobility; and
• Increase energy efficiency by 10 %.

Latency requirements for the different categories of ITS applications are specified
by ETSI [66]. Ultra low latency (e.g., 1 ms for the round trip delay) will be required
in order to ensure the exchange of kinematic information for distributed control
algorithms [23] for future ITS. Furthermore, the architecture of ITS systems is
shifting towards a cloud-based system in order to off-load heavy calculations and
storage to the cloud, facilitate vehicle maintenance and deliver new services to
customers with a short time-to-market [16].

There is a long list of desirable applications considered for the short-term
deployment of ITS [66] that can be grouped into four categories:

• Safety applications focusing on reducing accidents and their impact, e.g., road
hazard warning [19];

• Traffic efficiency applications aiming at more efficiency and thus greener traffic,
e.g., green light optimal speed advisory (GLOSA) [38];

• Comfort and infotainment applications, e.g., automatic map updates or video
streaming [64]; and

• Manufacturer oriented applications, e.g., automatic software updates [27].

However, new application types have been foreseen for future deployments of
automated and connected vehicles, e.g. augmented reality navigation, co-operative
electronic stability control [23].

The following subsections analyse some of the use cases and their requirements,
e.g. for safety applications, and general requirements for vehicular networking, e.g.
security.

2Vehicle to Vehicle and Vehicle to Infrastructure.
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2.1 Safety Applications

Safety-related applications aim to enhance driver’s road perspective by analysing
received messages such as Cooperative Awareness Message (CAM), Basic Safety
Message (BSM) or Decentralized Environment Notification Message (DENM)
broadcast by other vehicles and road side units (RSUs) in the communication range.
These messages carry the status of the transmitting vehicle like kinematic informa-
tion, type of vehicle etc, or information related to specific event, e.g. an accident.
They are transmitted with frequencies ranging from 1 to 10 Hz. ETSI specifies the
latency limit for the reception of these messages to 100 ms [66]. Currently, these
applications are realised by in-vehicle systems that display warnings or emit sound
to inform the driver. In the future, these warnings can be displayed on augmented
dashboards as overlay information on top of what a driver is seeing through the
front window, e.g. MINI’s augmented reality.3 It is also very important that cars can
communicate not only with each other but also with other participants in the city,
such as pedestrians or cyclists.

2.2 Comfort and Infotainment Applications

Comfort and infotainment applications are mainly constrained by the available
network capacity. For example, the trend in video streaming is to support “4K”
content. Netflix, a content provider, currently encodes 4K streams at�15 Mbps and
with projection to get it down to 10–12 Mbps for 30 fps streams. Even though such
download speeds may be available with 4G technology, the challenge here is how
to scale to multiple users with high mobility, as future users will expect to continue
their good quality connection independent of their location and speed. In terms of
latency requirements, ETSI has given a higher limit for this type of applications
at 500 ms [66], but some types of applications, such as VoIP, are also constraint
by jitter.

2.3 IoT/Monitoring Cloud-Assisted Applications

Internet of Things (IoT) is gaining momentum and it is foreseen to reach more
than 50 millions connected devices by 2020 [12], with 11 millions being embedded
cellular-based telematics [4]. A recent survey4 showed that application related to

3MINI’s augmented-reality glasses allow drivers to see through the body of their car
[Online]:http://goo.gl/oQUwal.
4The 10 most popular Internet of Things applications right now [online]: http://iot-analytics.com/
10-internet-of-things-applications/.

http://goo.gl/oQUwal
http://iot-analytics.com/10-internet-of-things-applications/
http://iot-analytics.com/10-internet-of-things-applications/
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connected vehicles, like smart parking and remote-controlled car, are in the 10
most popular applications. In addition, the electrification of vehicles and its inter-
connection with smart-grid has spurred new use-cases that will require very good
scalability and ability to efficiently manage heterogeneous networks [9]. Currently,
each vehicle has an average of 60–100 sensors on board. This is projected to reach
200 by 2020 as vehicles become “smarter”. All these sensors travel together with
the vehicle like a swarm, which has lead to the development of several applications.
One of the most futuristic and highly computational expensive use cased of IoT
has been proposed in the work of Jain et al. [35]. It exploits several inputs from
vehicle sensors to pre-assess the driver behaviour and anticipate future manoeuvres
(3.5 s before they occur) only within �3.6 ms computation time. In the future,
individual driver input shall be fuzzed with the aid of cloud infrastructure and
big-data analytics with surrounding drivers to provide co-operative assessment of
manoeuvres with the same computational time limit.

2.4 Connected Automated Driving

There is a plethora of automated functions currently implemented on-board,
like active suspension systems, that interconnect sensors and actuators around
the vehicle through a ultra-low latency wired network. However, future co-operative
automated functions should support equivalent characteristics while fusing sensor
information from other vehicles. The computational capabilities of the vehicles are
currently restricted, which limits the supported functionalities. Recent literature has
revealed that the performance of the control systems can be significantly enhanced if
the on-board information and processing is augmented by the information and pro-
cessing power from the cloud [73]. In the industry, Electrobit5 has collaborated with
Infineon and NVIDIA to develop an automated driving platform that will increase
the computing power and intelligence of vehicles required for automated driving.
On the other hand, ZF Friedrichshafen AG has launched a cloud-based smart urban
electric vehicle6 With two semi-automated driver assistance functions they aim to
increase comfort and safety of the passengers. Concretely, Smart Parking Assist
maneuvers the vehicle into virtually any small parking space—remote-controlled at
the push of a button using mobile devices such as a smartphone or smartwatch.
Comfortable, efficient motoring is possible with the concept vehicle thanks to
the cloud-based PreVision Cloud Assist assistance function. Where necessary, the
system reduces the drive torque, for instance, in good time before entering the
bend and thus throttles back the speed without any mechanical braking. Most

5Elektrobit (EB) collaborates with Infineon and NVIDIA to deliver first-of-its-kind automated
driving platform—Press Release [online] https://goo.gl/LxxaLk.
6ZF Press Release “Collective Knowledge: PreVision Cloud Assist in the Advanced Urban Vehicle
from ZF”, July 2015.

https://goo.gl/LxxaLk
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of the research on automated functions is focused on light vehicles. However,
trucks and buses have also been enhanced with autonomous functions. For example
Daimler’s research on autonomous trucks has produced functions such as the new
anti-jackknifing system, which Daimler engineers have developed to ensure that
extra-long articulated buses remain controllable in difficult situations. All these
characteristics of automated driving make it a challenging topic as it requires ultra-
reliable, fault-tolerant networks, low end-to-end delay among vehicle and with
cloud-based infrastructure, and it must work everywhere. In addition, driver-less
vehicles should be able to communicate with other “vulnerable” road users such as
bicycles and pedestrians.

2.5 Security and Privacy

This section provides an overview of the security and privacy requirements for
vehicular networking. Achieving high level of security with low communication
cost is challenging. In addition, concerns regarding privacy breaches introduces
another challenge to bring this type of technology to the masses. As cars become
smarter, more and more vehicle components interconnect through the onboard
vehicular network. This trend has been reflected in the number of lines of code
running on all the electronic control units (ECUs). A modern high-end car features
around 100 million lines of code, and this number is planned to grow to 200–300
millions in the near future. This creates new threats as external adversaries can
potentially intrude and take control of critical vehicle functions [36]. A classification
of the threats in modern vehicles can be found in [46]. The functionalities related to
security and privacy that have to by provided by the communication system include
the followings.

• Data origin authentication ensures the validity of the origin of a message.
Vehicles commonly use digital certificates to perform authentication. A digital
signature typically contains information such as name of a vehicle or its role, a
public key, validity, and signature.

• Data Integrity ensures that the contents of messages are not altered on transit
by an adversary, which could undermine the safety of users of the system and
lead to fatalities. This can be useful in multi-hop message relay scenarios where
messages are passed on from one node to the other. Integrity checks can also
help prevent replay attacks in which location and time stamp information can be
altered to deceive message recipients.

• Network Availability is a key requirement of vehicular communication system for
implementation of critical applications such as emergency message dissemina-
tion. Although provisioning of total and unconditional availability is not feasible
in practice, it is crucial for network engineers and application developers to
have a clear understanding of the availability constraints and implement proper



602 K. Katsaros and M. Dianati

Table 1 Vehicular application requirements

Latency Security
Application type limit (ms) Bandwidth requirements Examples use cases

Infotainment 500 ��� � Video streaming

Traffic efficiency 200 � �� e-Toll collection

Safety 100 � � Collision warning

Reliable M2M 20 � �� Auto-cruise

Real-time virtual reality 5 �� �� Augmented reality navigation

Control 1 �� ��� Co-operative electronic

stability control

mechanisms to combat potential Denial of Service (DoS) attacks and mitigate
the risk associated with the availability of the network.

• Privacy in vehicular communication systems refers to the capability that ensures
personal identifying information of the drivers is not disclosed to third par-
ties. Hence, the network often and by default is required to ensure that activities
of drivers cannot be traced by the adversaries. However, conditional privacy
stipulates that it should be possible to reveal the identity of offending drivers
for revocation and criminal prosecution. Anonymity is a technique of hiding the
physical identity of a vehicle such as IP address and electronic number plates
and thus providing the required privacy. The Vehicular Public Key Infrastructure
(VPKI) should ensure a means to offer conditional anonymity to drivers by
separating vehicular information from personal information about drivers.

• Confidentiality provision of the VPKI ensures that messages cannot be easily
read or understood by third parties even if they are intercepted. However, for
the reasons of safety, message confidentiality should not be implemented for
emergency messages. Hence, broadcast applications such as DENM and CAM
do not typically require confidentiality.

A summary of application requirements in terms of latency limits, bandwidth and
security is presented in Table 1. Applications are grouped in five types and example
use cases are given for each type.

3 Current Vehicular Communication Systems

This section presents the state-of-the-art in vehicular networking architectures and
their ability to meet the application requirements specified in Sect. 2. To this end,
the most prominent existing wireless access technology candidates for vehicular
communications are dedicated short-range communications (DSRC) based on IEEE
802.11p standard and cellular communications with 3GPP LTE. In addition, hybrid
solutions which integrate DSRC and LTE have emerged that aim to benefit from
advantages of both technologies. There are also higher layer (overlay) networking
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architectures alternatives like information centric networking (ICN), which decou-
ples locator and identifier of contents, and vehicular cloud computing. Content-
based applications have promoted the introduction of ICN, with its most popular
candidate the Named-Data Networking (NDN), in the vehicular networking sphere.
Vehicular cloud extends the concepts of mobile cloud computing in the vehicular
ecosystem taking intro account the characteristics of the vehicular applications.
These five vehicular networking architectures will be analysed in the remainder of
the section.

3.1 Dedicated Short Range Communication (DSRC)

Dedicated short range communication (DSRC) is based on a two-way wireless
system operating in the 5.9 GHz licensed spectrum band. In the US, Federal
Communication Commission has allocated 75 MHz spectrum, whereas in Europe,
ETSI allocated 30 MHz in the same band. Both in Europe and the US, the principal
physical and MAC layers are based on the IEEE 802.11p standard. In Europe,
that has been implemented within the ETSI ITS G5 [21], with ITS-G5A being
dedicated to safety related applications and ITS-G5B to non-safety applications. On
the other hand, in US the implementation follows the IEEE WAVE standard [32].
The main differences of the two implementations are located on upper layers and
particularly the network as shown in Fig. 2. Both implementations promote a dual
stack architecture, splitting traffic to ITS-specific applications and generic IP-based
applications. The later are served by TCP/UDP or other transport protocol over an
IPv6 network. These are non-safety applications and are carried by ITS G5 B or
UMTS in the European stack. It is possible to translate IPv6 to GeoAddress and use
the GeoNetworking layer [68]. For ITS-specific applications, ETSI has proposed
the Basic Transport Protocol (BTP), a UDP-like transport protocol, operating on top
of the GeoNetworking layer. GeoNetworking provides different methods of packet
forwarding (broadcast, geocast and unicast) based on geographic routing. On the
other hand, IEEE WAVE architecture proposed the Wave Short Message Protocol
(WSMP) as the main network layer for ITS-specific traffic. Contrary to ETSI
GeoNetworking, WSMP is based purely on single-hop broadcast, hence no routing
protocol is employed as no application requiring forwarding has been designed in
WAVE architecture.

3.1.1 DSRC Performance in Vehicular Environments

There have been several performance evaluations of DSRC networks either for
benchmarking or for comparison with optimised protocol proposals. In Fig. 3,
we present a baseline evaluation of the performance of a standard DSRC (IEEE
802.11p-based) network in highway and urban scenarios with respect to packet
delivery ratio and delay. All vehicles periodically broadcast single-hop packets
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Fig. 2 DSRC protocol stack in Europe (left) [20] and US (right) [32]

of same type (e.g. CAMs) and same size (300 bytes) with frequency 10 Hz. For
our evaluations we have assumed a vehicle density of 1400 and 1800 veh/h/lane
with three lanes per direction following a Poisson arrival and vehicles travel with
speeds varying from 60–120 km/h7 in highway scenarios. In urban scenario, the
vehicle density is 900 veh/h/lane with two lanes per direction again following a
Poisson arrival. Vehicles travel in a Manhattan grid road topology with speeds
from 50–60 km/h. The path loss model in both scenarios considers the large scale
and shadowing effects and in the urban scenarios buildings obstruct line-of-sight
communications.

Evaluations from state-of-the-art works like Wu et al. [74] and Mir [48] conform
with the baseline results in Fig. 3. In principle DSRC can meet the strict latency
constrains for active safety in most cases, but as the vehicle density and vehicle
speed increase the percentage of packets received over the delay limits increase. For
DSRC networks, the delay increases when the transmission frequency and number
of vehicle increase. Sparse networks exhibit better performance, however, as the
network load increases, denser networks with higher transmission frequencies result
in higher end-to-end delays. The end-to-end delay increases as the vehicle speed
increases. Vehicles spend more time in contending for the common channel as the
result of larger neighborhood densities and because of the fact that they need to
access the channel more frequently for higher transmission frequencies.

The previous evaluation only covered the single-hop broadcast scenarios sup-
porting safety and traffic efficiency applications. For infotainment and cloud-based
applications, unicast multi-hop communications are required. By design DSRC can-
not meet the data rate requirements for high throughput infotainment applications
such as 4K TV, as the high data rate of 27 Mbps configuration of IEEE 802.11p is
only achievable with a very good channel quality. Such situation is obtained only
with static nodes and line-of-sight communication, while lower rates (6–12 Mbs)
that are more robust, are selected for highly mobile cases. Further, connection to
RSUs and from there to the internet is intermittent with an average duration of a
few seconds depending on vehicle speed. Handing-off between RSUs introduces
significant delay for address re-configuration and authentication in the new access
point [83]. Clearly the ultra-low latency of future real-time cloud-based control
applications can not be met in current DSRC systems.

7The geography of transport systems—Highway Speed, Flow and Density [online] http://goo.gl/
biXc6d.

http://goo.gl/biXc6d
http://goo.gl/biXc6d
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Fig. 3 DSRC Performance in highway and urban scenarios. (a) Packet delivery ratio. (b) CDF of
single-hop delay

3.2 Cellular Network Communications

Cellular communications have long been used in vehicular networking, from GSM
up to the most recent LTE networks, due to the wide penetration of the technology.
One representative use case of cellular networking for vehicular applications is the
European initiative e-Call that will be mandatory for all new vehicles shipped after
April 2018. In case of a crash, e-Call equipped vehicles will automatically call
the nearest emergency centre using Europe’s single emergency number (112), as
well as send a ‘minimum set of data’, which includes the location of the vehicle.
ETSI has proposed a framework to integrate mobile networks in cooperative ITS
(C-ITS) architectures [67] as depicted in Fig. 4. The framework identifies related
functional requirements on the ITS architecture, amendments and modifications
of existing standards on C-ITS in order to enable usage of public mobile cellular
networks. One of the most important requirements in the architecture is a network
server8 responsible to the re-broadcasting of messages as LTE design does not
allow Vehicle-to-Vehicle broadcast. A recently emerged technology that enables
direct vehicle-to-vehicle communications when they are in proximity is Device-
to-Device (D2D). A feasibility study of D2D in a vehicular network context has
been performed in [11] that demonstrated promising results in boosting spectrum
utilization. LTE has already been trialled by manufacturers for emulating non-
safety critical V2V applications, such as exchanging non-time critical information
including hyper-local weather, road conditions, and traffic data directly between
vehicles.

8Reflector as dubbed in CoCarX project [15].
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Fig. 4 Architecture for mobile networks in cooperative ITS
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Fig. 5 LTE Performance. (a) End-to-End delay [48]. (b) CDF Downlink delay [67]

3.2.1 Cellular Networks Performance in Vehicular Environments

The design of LTE networks targets a user plane latency of 20 ms. These figures
exclude the latency introduced by the backhaul network (i.e., RAN edge-Core edge,
including security gateway), which is currently about 10 ms [65]. Unfortunately, the
actual end-to-end delay is much greater than the target specifications as reported by
OpenSignal for US mobile network providers [24].

Performance evaluations of LTE networks in the vehicular context exist in the
literature [6, 48, 55, 67] and samples are presented in Fig. 5. One common assump-
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tion followed by all these works is that only vehicular traffic exists on the network,
hence their results are generally over optimistic. Their results can be summarised
in the following. LTE can meet the latency requirements for co-operative and active
safety applications in limited scenarios (e.g., low loads, low number of vehicles).
However, it can provide better service to infotainment applications due to better
mobility support and higher available bandwidth. The end-to-end delay for the LTE
network with vehicular traffic application only (i.e., no background traffic flows)
is analysed as follows (Fig. 5a). As the network size and transmission frequency
increase, the end-to-end delay increases. For higher network load, the total delay
however gradually increases. While the uplink delays largely remain intact, the
downlink delays increase significantly as the number of vehicles and transmission
frequency increases. This can be also seen in Fig. 5b, where the CDF of downlink
delays is analysed. Further, the increase of participating vehicles and the frequency
of broadcast messages has a significant effect on the latency. The evaluation of
LTE for CAM and DENM dissemination in [55] exhibits such behavior. The use of
eMBMS to broadcast messages can potentially reduce the delay and increase the
number of supported nodes/cell [6]. Moreover, even though LTE provides some
service differentiation through the Evolved Packet switched System (EPS) Bearer
mechanism, none of them can guarantee the ultra-low delay requirements of real-
time control applications.

3.3 Hybrid Networking Architecture

Hybrid solutions that integrate DSRC with cellular networks, in loose or tight
coupling, can alleviate some of the burdens and extend the range of supported
scenarios for both LTE and DSRC usage, but still there are limitations. For example,
the works in [79, 82] propose mechanisms that assist routing in DSRC systems
with dissemination of data through cellular network, looking at the tradeoff between
higher delivery ratio and lower latency. However, these techniques still cannot meet
the latency requirements in Table 1. Another use of cellular systems in conjunction
with ad-hoc networks is to facilitate efficient clustering mechanisms [57, 63]. In
these works, only the cluster heads are connected to the cellular networks and data is
disseminated using DSRC within the clusters. Clustering mechanisms are useful for
reducing effective network size and potentially reduce latency within each cluster
however the highly dynamic nature of vehicular networks requires very efficient and
low overhead mechanisms. Further, tight coupled hybrid networking architectures
facilitate with off-loading traffic from cellular networks to DSRC either for capacity
improvements or for economic reasons [10, 39, 40]. Vehicular traffic could select
either networks depending on the type of traffic (e.g. signalling or data traffic as in
[39]), or based on a utility function taking into account the cost, signal quality and
other indicators. However, several challenges arise in such architectures that relate
to the offloading strategies, the practicality of DSRC infrastructure deployments that
need to be tackled in order to fully benefit from these networks.
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3.4 Information Centric Networking

There is an increasing trend in networking research to decouple locator and identifier
of content, such as the IP addresses, from the actual content. This networking
architecture is known as Information Centric Networking (ICN) and the most
notable implementation is the Named-Data Networking (NDN) architecture [80].
Other ICN architectures include Data Oriented Network Architecture (DONA) [41]
with a clean-slate redesign of Internet naming and name resolution, and Content
Centric Networking (CCNx) [34] addressing scalability, security and flexibility
challenges of modern Internet. In principle, ICN architectures are based on the
publish-subscribe paradigm, where intermediate nodes/routers can cache the infor-
mation and serve future consumers. This is depicted in a “narrow waist” approach
Fig. 6, where the IP-based networking architecture on the left is compared with
ICN-based architecture on the right. As mentioned above, ICN decouples content
from the identifiers, and the whole network architecture is now constructed around
the content itself, rather than the IPs. The characteristics of vehicular content, such
as geography—and time-dependency of certain events, and the fact that it targets
a large set of vehicles independent of their IPs, makes ICN a suitable candidate
networking architecture. In addition, ICN provides support of content caching,
which is beneficial for the intermittent DSRC-based networks. Recent works on
ICN related to the vehicular networks ecosystem include [8, 29, 71, 75].

3.5 Vehicular Cloud Networking

Several automotive companies are promoting cloud connectivity services through
cellular systems in their latest high-end models such as the Ford Sync9 or the
Apple CarPlay.10 Such services are designed to deliver applications in a car
for information, entertainment, making service appointments and other needs. In
the future, remote diagnostics and operating system upgrades could be feasible.
Model Predictive Control (MPC) techniques that are foreseen in future autonomous
vehicles and require significant computing resources could be provided as a cloud
service as well [25]. Content-based networking presented in Sect. 3.4 has promoted
further the use of cloud-based architectures. Vehicular cloud networking shares the
principles of mobile cloud networking where each component of the network is
considered a service [28, 30, 44, 62, 73, 81]. A basic architecture for vehicular cloud
networking is presented in Fig. 7. Cloud-based services, ranging from ITS-specific
to generic content services, can be accessible either through cellular access networks

9Ford SYNC technology [Online]:www.ford.com/technology/sync.
10Apple CarPlay [Online]:www.apple.com/ios/carplay.

www.ford.com/technology/sync
www.apple.com/ios/carplay
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or DSRC-based. However, such architectures introduce significant delays as current
cloud-based services are quite centralised with small number of spatially distributed
servers.

4 Vehicular Networking in 5G

This section aims to analyse the challenges and candidate 5G technologies that
have been recently under discussion and their implications on vehicular networking.
More advanced networked-car visions will rely on capabilities that come with the
5G technology and perhaps will augment today’s DSRC and 4G networks. For
example, BMW anticipates that 5G mobile networks could be vital in providing the
mission-critical reliability as it seeks to deploy self-driving cars onto city streets.
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4.1 Challenges

In Sect. 3, current vehicular networking architectures were reviewed, determining
their limitations to meet applications’ requirements, due to congestion, mobility and
other bottlenecks. Existing research reveals that nominal, congestion free, access
network latency in the range of 1–2 ms is feasible [23] for communications between
cars and the edge of the cloud. But, progress toward this objective requires novel
research into wireless transmission, network architectures and functions/protocols
to reduce serialisation, queuing, and network processing latencies. For reliability
and security, additional degrees of freedom in 5G communication systems (eg,
spatial diversity in dense base station deployments) as well as physical layer
encryption techniques have great potentials. These challenges and existing solutions
are identified in the remainder of the section.

4.1.1 Congestion

The performance analysis both of DSRC and LTE systems, in Sects. 3.1.1 and 3.2.1
respectively, has outlined a common limitation on both architectures due to
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congestion. The effective network size and traffic load play a significant role to
the performance of latency. Due to the limited available resources, competition
among entities to access the shared radio resource introduces latency. In order to
avoid congestion caused due to large network size or heavy load, multiple solutions
have been proposed.

First, congestion can be avoided by introducing clustering which groups the
large amount of users into clusters with fewer users and competition. Clustering-
based algorithms [53] aim to seek opportunities to minimize the consumption of
radio resources via integrating information, working as one station, and reusing
radio resources in different clusters. Second, reuse of radio resources via smart
allocation of multiple non-overlapping channels helps reduce the contention level,
e.g., multichannel MAC design [78]. It is critical to have a technology that
works even when the network operator is not there, as they are out of range for
example. Device-to-device (D2D) communication is a potential solution for such
situations. D2D communications [11, 56] also target to tackle the problem by
reducing contention level in the system via encouraging local p2p communications.
Meanwhile, D2D communications easily avoid redundancy in terms of signalling
for controlling and maintenance as in the traditional cellular networks. Coordination
(e.g., among Base Stations) on top of D2D communication systems expedites radio
resource utilization.

For DSRC systems, ETSI has proposed several decentralized congestion control
(DCC) mechanisms [69]. For example, the transmit power control or the DCC
sensitivity control mechanisms work on the same principle as clustering, multi-
channel MAC and D2D that aim to reduce the effective network size, thus reducing
the congestion levels. On the other hand, transmit data rate control, transmit access
control mechanisms and the proposed TCP-like congestion control [60] tackle
the congestion from another perspective, that of the offered load. For the future
vehicular networking, it is unlikely to use a single radio resource management
scheme to satisfy the stringent requirements of reliability and latency but more
like a combination of efficient MAC schemes. A novel design of the integration
of the above mentioned solutions potentially helps reduce the latency caused by
congestion.

4.1.2 Mobility Management

Vehicular networks are characterised by nodes that are constantly moving on semi-
predictive but predefined trajectories over the underlying road topology, contrary to
the stationary IoT networks or the low random mobility of pedestrians. This level
of node mobility results also to the need of network mobility as vehicles travel
under the coverage of different RSUs. It has already been mentioned in Sect. 3.1
that the mobility and sparse RSU deployments result in intermittent connections
for DSRC networks and increased delays due to hand-off procedures. However,
similar challenge is envisioned in future 5G networks, where the densification of
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the network with the use of small cells will increase the probability of hand-off.
Therefore, optimising hand-off procedure is a crucial task in the process of reducing
delay and having more reliable connections.

Solutions based on Network Mobility (NEMO) and Mobile IP (MIPv6) are
aiming to reduce the handoff time utilizing predictive techniques to perform
registration in advance [3, 43, 61]. However, the centralized architecture of MIPv6
is inefficient for highly dynamic vehicular networks and a distributed mobility
management approach would be more appropriate [45]. Other solutions include
Location Identity Separation Protocol (LISP) [22] that natively supports mobility
with route optimization, multi-homing dual stack and network mobility. LISP is
also compatible with the ICN principles of locator/identifier separation. Further,
the utilization of Stream Control Transmission Protocol’s (SCTP) inherent multi-
homing support and Media Independent Handover (IEEE 802.21 standard) have
also been investigated for efficient handover [52]. Efficient and simultaneous use
of all available access networks combined with minimal signalling and predic-
tive techniques (“make before brake”) would help reduce the delay introduced by
the mobility of the user.

4.1.3 Backhaul Network

Mane services have been moved to a cloud based architecture from data storages
e.g. dropbox, up to complete operating systems e.g. Chrome OS. Particularly for
ITS services, the use of cloud has been demonstrated in Sect. 3.5 with current
infotainment services and futuristic control. However, the location of the server
would significantly impact the performance of the service, as control techniques
can tolerate very low latency and content has to be available seamlessly.

Currently, cloud-based services are centralised in proprietary data centres and the
connection of the network provider with that data centre will impact the delay. The
locality of the remote host with respect to the end-user (vehicle) is a major source of
latency for applications that require such connections. The latency will depend on
the type of links and distance of the network gateway and the remote host, as well
as the routing rules, which may contradict with the Network Neutrality that FCC
recently vote in favor. Thus, bringing the remote host closer to the end-user, what is
dubbed as fog computing [5, 14], reduces the backhaul delay. Fog computing within
a vehicular network architecture entitles spatially distributing service components
and caching content within a flat network provider core and the vehicles [37, 72].

4.1.4 Air Interface

As mentioned in the beginning of this section, 1 ms end-to-end delay is feasible
in congestion free networks and a proposed division of that delay in different
components is demonstrated in Fig. 8. Such architecture will require 0.2 ms for the
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Fig. 8 Proposed end-to-end delay budget in 5G [23]

air interface, that accounts for �15 timeslots11 the current IEEE 802.11p standard.
Current access categories (ACs) with low priorities in the IEEE 802.11p can not
satisfy this delay limit and only AC0 and AC1 can fulfil this requirement in theory,
under the assumptions of very low contention level and no collisions. Moreover,
in current LTE systems, the duration of a single frame is 10 ms consisting of 10
sub-frames with two slots per sub-frame. Large packets would require segmentation
to over multiple sub-frames, which would increase the transmission delay of those
packets. Further, from the 10 sub-frames, maximum 6 can be used for MBMS, while
the rest are left to unicast traffic. This impacts the delay of broadcast packets, which
for ITS applications is the majority of traffic.

It is clear that in order to support 0.2 ms air-interface delay in DSRC-based
networks, the backoff procedure and relevant mechanisms has to be redesigned.
Potential solutions include a mixture of TDMA and CSMA access in a super-frame
cycle. Ultra-high AC would have deterministic delay through the TDMA part of
the frame cycle and lower AC’s would content on the CSMA cycle. Such access
mechanisms are employed for on-board networks based on FlexRay [26]. Several
air interface solutions specifically designed for reliable vehicular communications
have been proposed and analysed in METIS 2020 project [47]. Most notable, the
coded slotted Aloha (CSA) MAC technique enables reliable ad-hoc communications
that operate in nearly double the network sizes of standard IEEE 802.11p networks.
In terms of cellular technologies, the current LTE frame structure is not able to
support the 0.2 ms limit. There is a proposal for flexible TDD frame structure
[51] that targets to provide the overall latency of 1 ms able to support future ITS
use cases such as cooperative autonomous driving, tactile Internet and real time
control. Mechanisms to reduce transmission time interval (TTI) and retransmission
processes as well as provision of better QoS differentiation have enabled the
reduction of latency nearly five times [47].

11Assuming each timeslot duration is 13�s.
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4.1.5 Security

Security in vehicular communication systems is vital as explained in Sect. 2.5.
However, maintaining a secure network (e.g. exchanging keys, encryption) and
authenticating source of a message introduces significant latency [54], both in terms
of communication and processing. The processing time increases remarkably in
dense networks [7]. High beacon rate (e.g., 10 Hz for CAMs) also leads to significant
computational overhead in terms of authentication, apart from the congestion
reported in Sect. 4.1.1.

The majority of the delay related to security is spent on the processing/checking
the legitimation of messages e.g., 43.2 % of the CPU time is devoted to the message
check [58]. In order to reduce this delay, the authentication/checking mechanism has
to be redesigned. Lightweight filter security schemes have the potential to reduce
overall processing time. Such techniques reduce the amount of information to be
checked each time or allow fewer checks according to the “credit” for each user.
Other solutions aim to reduce the overhead introduced by security mechanisms.
They appropriately design effective security and privacy-enhancing schemes such
as group signature schemes, hybrid pseudonym schemes that can protect legitimate
users as effectively as unsecured systems [7]. However, even those techniques
are not fast enough to reach the 1 ms delay budget for the most demanding
applications. In order to perform faster computations for security, physical layer
security performed by system on chip (SoC) components or exploiting propagation
randomness to establish secret keys [49]. Finally, the VPKI which is currently
employed to manage security key and pseudonyms ([70]) has to be redesigned as it is
developed around DSRC systems since most applications are using V2V broadcast
messages. However, in the 5G architecture, DSRC and cellular are expected to
be tightly coupled, thus the security protocols used should be shared or at least
compatible so that vehicles can communicate seamlessly through any technology.

4.2 Conceptual Vehicular Architecture in 5G

Having considered the requirements and potential solutions to realise secure, ultra-
low latency, high-reliability vehicular networks, a conceptual vehicular networking
architecture in 5G is presented in Fig. 9. This follows a revolutionary approach,
rather than simply evolution from the current 4G architecture, empowered by
intelligence of the cloud and cooperation among cars and infrastructures. The
architectural design is divided into four layers: (a) the generic cloud/internet service
layer, (b) the core network cloud layer, (c) the radio access network layer and finally
(d) the vehicle and RSU space. Cloud computing technologies are mature enough to
be adopted by mobile network providers, hence each of these layers is represented as
a cloud. This ecosystem shall be able to support current and future ITS applications
in the most demanding scenarios. Following a top-down approach, these layers and
functionalities within each of them are described in more details in the remainder of
the section.
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4.2.1 Generic Cloud

The generic cloud represents the current cloud infrastructure where public author-
ities and OEMs provide their ITS-specific services. In addition, generic content
providers are included in this layer. Following the basic design considerations for 5G
architecture, the services have to be spatially distributed even in the generic cloud.
The connections of these data-centres with the core network have to be all-optical
in order to provide low-latency and high reliability.

4.2.2 Core Network Cloud

The core network architecture should be completely revamped. Even though state-
of-art LTE-A evolved packet core (EPC) architecture is simpler than the previous
3G core architecture, by reducing network entities, supporting an all-IP network and
smart off-loading functions, it still introduces significant delays. In the conceptual
5G architecture of Fig. 9, most of the current EPC functionalities are represented by
the Network Provider Services. Their implementation is based on the principles of
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network function virtualization (NFV) with distributed and flat architecture forming
clusters of service functionalities. This allows to reduce signalling traffic by as much
as 70 %, and thus reduce end-to-end delays as reported in [31]. This flat cluster-
based distributed architecture in the core is also reflected on the access network
cloud that will be described later.

As mobility is a distinctive characteristic of vehicular networks and has been
shown to be one of the most important challenges for 5G networks, there is
a lot of research activity around it. Particularly, the work of Yegin et al. [77]
proposes a distributed mobility technique that, contrary to the centralised Mobile
IP approaches, pushes the intelligence on the mobile terminal. This provides better
scalability and improves efficiency as the terminal is in better position to identify
its own flows than the core network. A software-defined network approach is also
employed by Yazici et al. [76] to provide the connectivity management as a service
(CMaaS). Similarly to [77], high level intelligence (layer 4+) is responsible to
maintain the network connectivity through protocols such as MP-TCP, SCTP and
SIP. However, a hierarchical network control with different levels of complexity
that can provide service differentiation at connectivity level is proposed in CMaaS.

One major enabler for low-latency communication is the ability to cache content
within the network, either in the core or even closer to the end user. As multimedia
accounts for more than two thirds of global mobile traffic [13], pre-fetching and
caching popular content in intermediate nodes can accommodate users of the same
content faster. Such an approach of mobile content caching within the EPC as well
as the radio access network is described in [72]. It is shown that this technique
can reduce the delay by 80 % depending on the amount of cached content in
addition to increase the economic benefits for the network provider. Apart from
content caching, functionality distribution throughout the core and access network
can resolve problems related to congestion and latency. This is described as fog
computing [14] and provides compute, storage, and network services at the network
edge. It also adds intelligence in the network platform itself to orchestrate the
underlying resources in real-time.

Last important component of the core network is the security management
service. It has been mentioned previously that in order to meet the delay constraints
physical layer security mechanisms have to be employed. However, the core
network should implement a sophisticated distributed VPKI. With the densification
of the radio access network and the use of multiple radio access technologies, the
probability of a vehicle being required to handover and re-authenticate increases.
Similar to the network mobility solutions, a SDN-based approach for authentication
is proposed in [18]. In this technique user-related security context including identity,
location, direction and physical layer characteristics, is shared by the SDN controller
to the predicted next cell access point. This accelerates the authentication process
and increases the levels of tolerance to network failures as the security context is
pre-shared among access points.
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4.2.3 Access Network Cloud

Significant redesigns in the wireless access network will appear in the future 5G
with the enabling technologies described in Part II “Transmission and Design
Techniques for 5G Networks” of this book. These will characterise the 5G access,
however current technologies such as 4G and DSRC will not eclipse. Within the
5G access network cloud, several technologies have to work in synergy in a multi-
tier architecture from macro cells providing a ubiquitous service coverage to D2D
communications through mm-Wave and DSRC for inter-vehicle connections.

Using the principles of software defined radio (SDR), hardware and software
are decoupled. This enables network intelligence to flexible control the available
radio resources either from the network or the user perspective. Operators can
dynamically configure the network capacity faster, which increases the flexibility
for network expansion and bottleneck elimination. However, the resulting increase
in operational complexity calls for advanced self-organizing techniques for the
underlying networks. Exploitation of big data analytics of control, signalling and
contextual data within the core network provides unprecedented amounts of system-
level intelligence. This network intelligence can be fed into proactive self-organised
network (SON) engines to enable better resource orchestration as reported in [33].

The dynamic multi-RAT access will also stimulate further off-load from macro
cells to small cells or DSRC in order to increase performance and reduce the cost
of communications. There are a lot of research works on how and when a user shall
switch from one technology to another. At the moment, SNR-based measurements
are the preferred method. However Andreev et al. [2] have shown that load-
aware user-centric schemes, which augment SNR measurements with additional
information about network loading, can improve the performance compared to only
SNR-based selection.

4.2.4 Vehicle Network Cloud

The last layer in this conceptual architectural design is the vehicle itself and the
RSUs. The principles of fog computing can also be employed at this layer, which is
the edge of the access network as depicted in Fig. 10. Such a technique is presented
in [62], where RSUs form a cloud employing SDN to dynamically instantiate,
replicate, and/or migrate services. This improves the reconfigurations costs and
infrastructure delay when compared to purist service installations.

It has been already mentioned that the number of electronic control units on a
vehicle has increased. These interconnected ECUs along with the assisting sensors
and actuators are generally classified as Cyber-Physical System (CPS). Within the
CPS a vehicle can be interpreted as a resource for sensing, data storage, computing,
data relaying, and a means for locating other objects [1]. However, it is a trade-off
between sophisticated sensors and computational on-board and the QoS commu-
nications capabilities. Less sophisticated on-board systems would require more
cloud-based assistance hence higher QoS communications and vice versa. The focus
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should be shifted from bringing “the internet in the vehicle” to bringing “the vehicle
in the internet”, converting the vehicles from a simple content consumers to a
content generators. This will also increase the need for high-speed links in up-
link transmission for both vehicle-to-vehicle and vehicle-to-infrastructure. In the
absence of infrastructure, either due to early-state of deployment or due to network
malfunction, vehicles can also form a vehicular cloud [17]. For example, parked
vehicles can be used as a temporary network and storage infrastructure which can
increase the resilience and reliability of the vehicular network.

5 Summary

The fifth generation of mobile communications systems is evangelising intelligent
systems that work together to give the impression of unlimited data capacity,
impressive speeds and impeccable efficiency compared to current 4G networks.
In addition, these kind of services would also require guaranteed performance
all the way from the cloud that runs the service to the vehicle, and back again.
These characteristics will enable new types of applications such as connected
autonomous vehicles, which are at the moment infeasible due to constraints such
as latency or capacity limitations of current vehicular communication systems. The
future connected autonomous vehicles will lead to fewer accidents and improve
fuel efficiency as huge volumes of data can be fuzzed in the cloud and provide
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real-time information to large amount of vehicles. Wideband connectivity will
enable operating system updates, driving software, and support next-generation
applications.

Key enablers of the future vehicular networking in 5G are analysed in this
chapter. Cloud computing and SDN are two of the driving forces for the 5G core
network where resources can be dynamically orchestrated and re-configured fast.
In the access network current DSRC and 4G technologies should be optimised and
cooperate with the new 5G radios. Vehicles and RSUs will also play a significant
role in the network operations with service distribution and content caching, apart
from being just the end-user of those services and contents. Finally, what is required
for 5G is a series of trade-offs to enable a balance between the IP approach and
the ICN/NDN approach possibly as a regionalised NDN approach with classical
IP-based policies between local domains.
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Communications Protocol Design for 5G
Vehicular Networks

Francesco Chiti, Romano Fantacci, Dino Giuli, Federica Paganelli,
and Giovanni Rigazzi

Abstract This chapter provides an overview on existing standards in vehicular
networking and highlights new emerging trends towards an integrated infrastructure
based on the interworking of heterogeneous technologies. Next-Generation Mobile
Vehicular Networks are first characterized by providing an insight on relevant
stable standards in wireless communications technologies, with a special focus on
Heterogeneous Vehicular Networks. Furthermore, the chapter discusses a general
framework supporting opportunistic networking scheme and outlines novel applica-
tion and use cases based on social- and context-awareness paradigms.

1 Introduction

The automotive industry is a challenging domain for the integration and evolution
of heterogeneous Information and Communication Technologies (ICTs). Indeed, in
order to provide drivers with a more pleasant and safer driving experience, vehicles
are gradually endowed with sensing, actuation, computing, user-interaction and
communications capabilities. Boosted by marketing and commercial competition,
vehicles are thus becoming intelligent nodes capable of interconnecting, cooperating
and even autonomously adapting to the surrounding environment. Since drivers
usually spend a non-negligible fraction of time in vehicles and their behaviour may
have a strong impact at a collective scale (e.g., pollution and noise in a city), the
adoption of advanced ICT approaches for achieving a more safe, green and effective
mobility management is still an open research issue. Moreover, the familiarity with
the social networking paradigm makes people used to share information on-line with
(in)direct contacts and use it in their everyday life depending on the degree of trust.
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It is worth noticing that this vision inherently deals with multimedia information,
as it aggregates, process and disseminates sensed data (originating both on board
and on the road side) integrated with warning/alarms, navigation suggestions, and
context details that come from a specific area or even the Internet.

The widespread adoption of existing social-based traffic and navigation applica-
tions, paves the way for introducing novel vehicular services and applications, that
are typically location-based as well as community-driven. To this purpose, wireless
communications may enable the effective exchange of mobile information among
vehicles in a participatory way to enhance open information sharing and knowledge
exchange processes. The actual trends in mobile networking are: (1) to extend
services offered by traditional providers with unlimited peer-to-peer capabilities,
and (2) to dynamically integrate available communications segments to exploit all
communication opportunities. In this context, the crucial point is how to guarantee
high-capacity and reliable connectivity without affecting the system scalability and
cost-effectiveness. Due to the attractive benefits in terms of enhanced data rate
and ultra-low latency, 5G represents the most promising solution to enable novel
and efficient Intelligent Transport System (ITS) applications and to support the
internetworking with existing technologies.

In this chapter, we provide an overview on existing standards in vehicular
networking and highlight new emerging trends towards an integrated infrastructure
based on the interworking of heterogeneous technologies. Section 2 introduces
Next-Generation Mobile Vehicular Networks by providing an insight on relevant
stable standards in wireless communications technologies, and reviewing emerging
5G vehicular communication solutions, with a special focus on Heterogeneous
Vehicular NETworks (HetVNET). As a preliminary result towards this integrated
networking scheme, we propose a general framework supporting opportunistic
networking scheme as overlay of an LTE-A system. In Sect. 3 a review on game
theory inspired approaches for clustering schemes is provided. Finally, Sect. 4
provides an overview on novel application and use cases based on social- and
context-awareness that are enabled by the emerging technological paradigms in
Vehicular Networking.

2 Next-Generation Mobile Vehicular Networks

Enabling inter-vehicle communications paves the way to a plethora of novel
applications for Intelligent Transportation Systems (ITS), where the main goal is not
only improving safety and efficiency of transportation systems, but also providing
multimedia contents and information to the mobile users without the support of
cellular networks. Based on the application area, vehicular applications can be
classified as follows:

1. Traffic management applications. To address traffic and environmental related
issues, as bottlenecks and fuel consumption, traffic management applications aim
at improving the vehicle traffic flow, traffic coordination and traffic assistance,
and at providing updated local information, maps and information of relevance
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bounded in space and time. This type of time-to-live traffic application is usually
used in vehicle-to-backoffice or vehicle-to-roadside scenarios. They may use
beacons or alerts, a multihop position-based communication regime, and their
latency cannot be higher than 400 ms, whereas the packet delivery ratio cannot
be lower than 95 %.

2. Safety applications Minimizing the probability of traffic accidents and avoiding
collisions situations that most frequently occur between vehicles and other
objects such as animals, trees, and pedestrians, are the end goals of safety
applications. This type of applications relies on real-time information and uses
a vehicle-to-vehicle communication scheme. They provide information and
assistance to drivers to avoid traffic accidents, which are mainly caused by human
errors [32]. Vehicles and roadside units share information, which is then used
to predict a dangerous situation. Moreover, this information is used to locate
dangerous locations on roads. They use beacon messages, a single-hop position-
based or fast-bidirectional communication regime, and their latency cannot
exceed 100 ms, whereas the packet delivery ratio cannot be lower than 99 %.
Some examples of safety applications include: intersection collision warning,
lane change assistance, overtaking vehicle warning, head on collision warning,
and emergency vehicle warning.

3. Driver assistance and infotainment applications These applications provide
services such as comfort and driving assistance. This class of applications
attempts to support all features needed by drivers and passengers for a con-
venient travel. Driver assistance applications provide information about repair
notifications, remote diagnostics, context information, navigation information,
and alerts. These applications usually use vehicle-to-backoffice or vehicle-
to-roadside communication. They utilize normal messages and bidirectional
communication; their latency cannot be higher than 400 ms, whereas the packet
delivery ratio cannot be lower than 95 % [48]. Infotainment applications also
are known as in-car comfort entertainment, and they usually do not use inter-
vehicular communications. These applications are usually found inside vehicles
or at vehicle-to-roadside settings. They use alerts, a multihop position-based
communication scheme, and their latency cannot be higher than 400 ms, whereas
the packet delivery ratio cannot be lower than 95 % [48]. Applications in this
category include cooperative local services and global Internet services.

2.1 Standardization Trends and Perspectives

Wireless communications are experiencing an impressive evolutionary trend, mak-
ing users able to independently collect and share information through heterogeneous
devices and networks. Specifically, the simultaneous availability of multi-radio
technologies compels their integration and management towards enhanced social
inspired networking opportunities.

An interesting case study is represented by the so called Vehicular Ad-hoc Net-
works (VANETs), which aim at revolutionising the travelling experience especially
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within a smart city [34]. The underlying concept is indeed to provide each vehicle
with a wireless identity which is not simply a global identifier, as it happens in IPv6,
but it is strictly related with user profiles (drivers and passengers) and the context
as well. This allows to increase the interoperability and to extend the horizon, thus
increasing the safety and optimizing the resources.

However, this vision strictly depends upon the presence of a communications
infrastructure providing connectivity to all the vehicles. In the following we briefly
overview the candidate technologies [24], spanning from available approaches
towards an enhanced paradigm of ad hoc interaction that relies upon next generation
networks.

2.1.1 DSRC-WAVE

The available technology for supporting the Intelligent Transportation Systems
(ITS) applications in the short-range communications is represented by Wireless
Access in Vehicular Environments (WAVE), also referred to as Dedicated Short
Range Communication (DSRC). It is an approved amendment to the IEEE 802.11
standard, whose protocol suite results from the combination of IEEE 802.11p
and IEEE 1609. The former focuses on physical and MAC layers for vehicular
environments, while resource management, security, networking and multichannel
operation are handled according to the IEEE 1609 protocol suite.

IEEE 802.11p is based on the popular IEEE 802.11 WiFi, exploiting the
same medium access scheme—based on the exchange of Request to Send/Clear
to Send packets (RTS/CTS)—to alleviate packet collisions in case of unicast
communications. However, this technique might not be enabled when a packet is
sent in broadcast and the packet collision probability is consequently increased.
Furthermore, the quality of service (QoS) support is provided by using the enhanced
distributed channel access (EDCA) scheme, which cannot guarantee high packet
delivery probability due to the huge number of collisions generated by high priority
packets, characterized by a small and fixed Contention Window (CW) size. The
entire 75-MHz bandwidth is divided into seven channels: one channel, i.e., Control
Channel (CCH), is only used to convey emergency and safety traffic, while six
Service Channels (SCH) are occupied by infotainment and multimedia traffic
transmission. Further, a channel switching scheme allows the devices to tune to
CCH during the CCH time interval and then switch to a specific service channel
during the SCH interval.

2.1.2 ISO CALM

Continuous Air-interface Long and Medium range (CALM) is the protocol suite
standardized by ISO/TC 204 WG for Europe [30]. The CALM CI (Communication
Interface) provides all the functionalities to manage the physical and link layers and
can support diverse wireless technologies, ranging from infrared communications
to cellular and satellite communications. Moreover, the CALM networking layer
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coordinates network and transport layers and can either employ IPv6 mobility
support protocols or the CALM FAST protocol to perform unicast and broadcast
transmissions and store and forward operations.

2.1.3 C2C-CC

Car2Car Communication Consortium (C2C-CC) represents an European open
industrial standard mostly focused on (non) safety applications development. It
proposed the C2CNet architecture which is not completely IPv6 oriented, while
supporting multi-hop communications through ad hoc designed routing protocols
and vehicles beaconing [30]. Besides, it is inherently conceived for a multi-radio
environments supporting both IEEE 802.11a/b/g/n, IEEE 802.11p and cellular
technologies.

2.1.4 B3G Cellular Networks

Wide-area cellular networks, especially 4G Long Term Evolution-Advanced
(LTE-A), are expected to directly support vehicular applications by means of
self-organizing femto-cells, traffic shaping and vertical roaming across different
radio access technologies (RATs). Despite limitations on the radio access flexibility
and on the resource allocation efficiency, especially in the case of small data
transmission, LTE-A networks offer benefits in terms of spectral efficiency, cost
reduction and capacity. Furthermore, 4G systems intrinsically guarantee long
operative life, scalability and higher performance, thus representing a remarkable
solution to support VANET-like applications. As a consequence, cellular systems
are being adopted by numerous car manufacturers with the aim of offering
diverse services, e.g., remote vehicle monitoring, infotainment or assisted driving
experience.

Along with the Machine Type Communication (MTC) definition, the Third
Generation Partnership Project (3GPP) Release 12 introduces in LTE-A the sup-
port to Device-to-Device (D2D) or direct-mode communications, enabling P2P
transmission between devices in proximity [5]. This functionality fosters a new
generation of devices able to communicate with each other, without any kind of
human intervention and without involving the cellular infrastructure for the user
plane. On the other hand, D2D communications pose also several challenges.
First of all, direct mode communications should be established without affecting
traditional communications via base station, i.e., by avoiding possible interferences
with other devices. Secondly, peer and service discovery functionalities need to be
introduced, since a device is typically not aware of other terminals in the proximity.
Following the paradigm of Multi-hop Cellular Networks (MCN) [28, 33, 35], D2D
also provides more flexibility in a cellular network, as direct links enable the
communication among the terminals using multiple hops.

The evolutionary trend, presented in Fig. 1, points out a convergence of the
existing VANET standards, i.e., WAVE, CALM and C2C-CC, towards an integrated
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Fig. 1 Convergence of the existing VANET standards towards an integrated protocol stack, as
pointed out in [30]

protocol stack, as it is anticipated in [30]. In particular, it is evident an increasing
degree of interoperability with different air interfaces both at the Physical and MAC
layers, while the higher layers are expected to be unified by the adoption of IPv6
oriented protocols, according to the Internet of Things (IoT) paradigm.

Mobile network evolution is expected to converge by 2020 into the novel
5G system effectively integrating both wired and wireless segments to accomplish
expanded use cases and applications [7, 44]. In particular, new services are expected
such as the massive sensor and vehicular-to-anything communications. The latter
aspect is involved with the so called safety critical applications, requiring extremely
low set-up times and transmission delays.

5G is going to be conceived as an unplanned ultra dense system, where nodes
are able to self organize and to improve cell performance. This trend is clearly
pointed out by the emphasis 3GPP working group is progressively posing on small
cells, whose limit is represented by the D2D technology, provided an optimal
coordination/cooperation among devices/cells. As the system is assumed to be
inherently heterogeneous, a higher degree of flexibility is required for both radio
access and backhaul networks. At the light of the above considerations, it can
be expected that VANET will represent a relevant case study for 5G architecture,
effectively integrating existing WAVE, CALM and C2C-CC functional stacks, as
highlighted in Fig. 1.
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2.2 Internetworking with 5G Systems

Next 5G communication systems are expected not only to accommodate the
massive growth of the mobile data demand generated by the huge number of future
connected devices, but also to support diverse wireless applications and satisfy a
new user expectation of the network. Accordingly, 5G will lead to higher data rate
and network capacity necessary to cope with the extreme network densification, and
will guarantee lower latency (i.e., 1 ms), higher reliability (i.e., 99.999 %) and better
energy efficiency [22]. To satisfy all the requirements, close integration of vehicles
into cellular networks will be of paramount importance and novel heterogeneous
networking solutions will assume vehicles to be able to help the network deliver the
traffic as well as generate/consume data.

2.2.1 Communication Modes

Due to significant evolution in vehicle technology, future cars will represent the
integration of a plethora of emerging information processing, communication,
control and electronic systems. Vehicles will be equipped with diverse technologies,
including light detection and ranging (LIDAR), radar, advanced cameras and GPS.
Intelligent cars will then collect the information about the surrounding environment
generated by each sensor and elaborate decisions to make the driving experience
more secure and comfortable [47]. In this context, 5G will enable cooperative
behavior applications by providing low-latency and high reliable V2X communi-
cation, thus disseminating relevant information related to traffic and road condition
or sending warning messages in the event of accidents [2]. As described in the
next section, vehicles will leverage multi-hop D2D communications, where short-
range direct connectivity allows to exchange critical data with minimum delay,
while every mobile terminal is also in charge of forwarding the packets in order
to communicate with farther terminals without relying on cellular base stations.
Moreover, D2D communications will be established on the licensed spectrum,
thus guaranteeing high reliability, improved security and easy integration with the
cellular network. Fig. 2a shows the D2D links established among close vehicles
exchanging information generated by on-board sensors.

Due to the reduced battery power constraint and the easy multiple antenna
deployment, vehicular communications also represent an attractive solutions to
extend cellular coverage and enhance network capacity for cellular users in the
proximity [11]. As shown in Fig. 2b, vehicles can act as mobile Small Cells (mSC)
providing better quality of experience for passengers and pedestrians and helping
small cells to accommodate the traffic. As a result, drastic network densification
can be obtained if effective interference management techniques are employed and
vehicle density is sufficient to guarantee adequate data offloading.

Vehicle Content Distribution Networks (VCDN) aim at enabling high-bandwidth
content distribution in vehicular networks by opportunistically communicating with
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Fig. 2 5G vehicular communication solutions: multi-hop D2D communication (a), mobile small
cell network (b) and vehicle content distribution networking (c)

close Access Points (AP) to download multimedia content [38]. Fig. 2c illustrates a
VCDN within a cellular network. A clustering approach can be applied to select a
cluster-head vehicle, which downloads data from the BS and disseminates into the
cluster via short-range D2D connectivity. In turn, this approach leads to a reduction
in the number of connections vehicle-BS, even though clusters are largely affected
by the traffic conditions and vehicle density.

2.2.2 Heterogeneous Vehicular Networking

Heterogeneous Networks (HetNet) are a popular and attractive solution to increase
the network capacity and enable high user data rates in cellular systems [15].
Usually, HetNets refer to the coexistence of various cells with different coverage,
namely, macro, small and femto-cells, which require sophisticated interference
cancellation techniques to combat the interference originated from nearby cells.
In the context of vehicular networking, Heterogeneous Vehicular NETworks (Het-
VNET) identify complex systems integrating diverse radio technologies, spanning
from IEEE 802.11p DSRC to 3G/4G cellular networks [16]. As an example, an
LTE network can guarantee global connectivity and ubiquitous coverage and can
help to send multimedia traffic demanding high bandwidth, while DSRC is mostly
useful to deliver data generated by safety and early warning applications due to
the reduced latency. However, the major challenges associated with the adoption
of multi-radio technologies lie in the need for (1) a dynamic support of multiple
network configurations, (2) a flexible and effective radio resource management
strategy and (3) an efficient mechanism to satisfy the QoS requirements depending
on the vehicular application. Inspired by the solutions presented in [48], we envision
a 5G vehicular communication system able to perform the joint management of
multiple radio technologies and the resource allocation according to the specific
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Fig. 3 Proposed 5G architecture for the integration DSRC-LTE in vehicular applications

application. The proposed 5G architecture is illustrated in Fig. 3. Specifically, we
suppose that the core network handles key functionalities, ranging from security
functions to packet aggregation, being directly connected to remote servers offering
diverse services for vehicular users. Furthermore, the HetVNET RAN consists of
both cellular LTE eNBs and DSRC RSUs, which guarantee the communication
vehicle-to-infrastructure. We also assumed two possible communication modes:

1. V2I, which can be performed through either the cellular link toward a BS or the
DSRC interface by exploiting RSUs deployed along the road.

2. V2V, enabling the direct communication between vehicles via LTE D2D connec-
tions or DSRC links.

The radio access technology adaption is then accomplished by including a Virtual
Link Layer (VLL) into the core network protocol stack. This layer encompasses
all the functionalities required to handle different radio interfaces and allows the
load balancing among the different systems involved. Moreover, efficient radio
interface coordination helps to guarantee the QoS support for safety and multimedia
applications. To this end, we assume that network virtualization methods are
conveniently applied to obtain virtual resources [9], which abstract the radio
resources and the physical layers of each wireless system within the HetVNET.
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2.3 Multihop D2D Paradigm

In this section, we address the feasibility issues of an integrated framework able
to support opportunistic networking scheme as overlay of an LTE-A system as a
first step toward the integrated networking envisaged by 5G systems. In particular,
we adopted a network-assisted solution to manage (1) network and services
discovery, (2) users scheduling and (3) resources allocation, depending on the
network configuration. Accordingly, the proposed integrated design consists of three
subsequent phases:

1. a D2D cluster discovery phase, where the eNB identifies potential D2D users,
2. a graph formation phase, which, depending on the specific services to be

activated, deals with the selection of the optimal routing scheme,
3. a resource allocation algorithm aware of the D2D network configuration previ-

ously established.

It could be noticed that the overall process has to be updated depending on the
mobility pattern which effects connectivity and service definition. The reference
scenario is depicted in Fig. 4, where an eNB serves both pedestrian and vehicular
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Graph
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Fig. 4 Proposed integrated network management frameworks across the specific phases
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users. We assume all the devices capable of operating both in basic cellular mode,
as well as in direct mode (MD2D), i.e., by directly exchanging data. We focus on a
specific use case, according to which all the node send traffic information to a unique
collector1 in charge of data aggregating and transmitting to eNB.2 Furthermore,
due to transmit power constraints, we assume no direct communication between
sensing nodes and the collector node, thus implying a multi-hop communication
scheme and an optimized routing scheme. For the sake of simplicity, we consider
an overlay resource allocation, where resources dedicated to cellular and D2D users
are mutually orthogonal.

2.3.1 D2D Cluster Discovery

As previously mentioned, a network assisted approach, i.e., via the eNB, is a valid
solution to support the cluster and services discovery phase since the selection
of the D2D candidates can be performed by the network entity. The eNB can
decide how clusters are formed by taking into account the context information
provided by incoming vehicles (e.g. location, direction, speed, final destination).
For instance, vehicles moving towards opposite directions can be partitioned into
two different clusters, even though they are close. Moreover, the eNB could also
maintain a registry of service and resources made available by cluster members in
order to facilitate the dynamic instantiation of composite services within a cluster
through the steps of service discovery and provider selection. Once a D2D cluster
is discovered by collecting the availability of each UE to cooperate and share
particular services, an authentication procedure is applied in order to allow direct
communication between devices in LTE-A networks. Besides, a direct beaconing is
necessary to measure and disseminate the channel state information (CSI) about
all the potential links between cluster members. The eNB is also in charge of
assisting a vehicle joining an already formed cluster by taking into account the
context information delivered by the vehicle: when a vehicle is approaching an ENB
it can, indeed, advertise its position, resource and service capabilities, application
and user interests and availability to join D2D clusters. Based on this information,
the eNB can select the active clusters that best match the context information and
extend these D2D clusters accordingly.3

1The collector selection can be performed by the eNB or by the D2D users, according to a
centralized or distributed approach, respectively.
2We assumed that D2D communications can be performed only during the uplink frame.
3It can be noticed that this procedure might require the cooperation of the vehicle itself and
additional eNBs due to roaming.
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2.3.2 Graph Construction

Once the information regarding the cooperating nodes has been collected by the
eNB, the network topology can be selected, depending on the specific use case, as
explained din Sect. 4.3. Then this topology is optimized according to a particular
target function. It is worth noting that in VSNs all the possible topologies are
inherently data centric, since the kind of information affects the message passing
scheme and the logical connectivity as well. For instance, data aggregation could
be effectively performed via a tree topology where a single node is in charge of
collecting and refining data sensed by other ones and to eventually deliver to the
eNB. To this end, Routing Protocol for Low-power and Lossy networks (RPL) is
a widely adopted solution to establish a convenient loop free route toward a given
destination [1].

2.3.3 Network-Aware Resource Allocation Algorithm

Once the topology has been established, a serious drawback is represented by
potential bottlenecks, which for a tree topology involve nodes with lower rank value,
i.e., nodes closer to the root (collector).4

An effective resource allocation strategy should take into account the rank of
each node, providing more resources to the nodes closest to the collector. A heuris-
tic strategy could assign resources according to a proportional fair scheduling
approach, by setting the scheduling weights wi for the i-th node taking into account
the its estimated rate ri

5 as well as the rate of the sub-tree Ti rooted at the i-th node
(T represents the overall tree). In particular, we have:

wi PD
ri CPj2Ti

rj
P

k2T rk CPj2Tk
rj

(1)

2.3.4 Performance Analysis

We investigated the performance achievable by the proposed approach by focusing
on a low-to-moderate mobility scenario, where only one Resource Block (RB) is
reserved for VANET traffics with a minimum power transmission and a robust Mod-
ulation and Coding Scheme (MCS).6 We referred to an anycast data dissemination,
as explained in Fig. 8, where, depending on the mobility patterns, several topologies
are possible.

4This problem is commonly addressed by means of the min-cut graph analysis.
5This information is collected by the eNB during the services discovery phase.
6In particular, we adopted the MCS 5, according to LTE standard.
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Fig. 5 End-to-end aggregated throughput and fairness comparisons for a practical case study

In Fig. 5 the performance in terms of throughput and fairness, respectively, are
investigated for different network topologies, including basic cellular mode, single
hop D2D (star), multihop D2D with binary, ternary or stochastic trees. Besides,
the network unaware (RR) and aware (WRR) scheduling approaches have been
compared. It can be noticed a linear throughput increasing for all the topologies,
while in saturation conditions WRR scheduling scheme achieves better performance



638 F. Chiti et al.

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14 x 104
End−to−end aggregated throughput

against number of users

Number of users

En
d−

to
−e

nd
 a

gg
re

ga
te

d 
th

ro
ug

hp
ut

 [b
ps

]
RR bin no alerts
HWRR bin no alerts
RR bin alerts
HWRR bin alerts
RR star no alerts
HWRR star no alerts
RR star alerts
HWRR star alerts

Fig. 6 Throughput performance in the case of a star and a binary tree topologies with and without
alarm flow for WRR and HWRR algorithms

than RR. In addition, it is worth pointing out that the availability of one RB allows
the effective management of at most 100 vehicles arranged in a star topology, while
the effective cluster size decrease for tree topology. Further, WRR is more fair than
RR, even though in saturation WRR implies the starvation effect.

We investigated also a different scenario where two traffic flows are considered,
a background data and a sporadic alarm flows, with different rates (specifically
data flows is 100 times higher than the other one) and priorities. In Fig. 6, the
throughput performance are investigated in the case of a star a binary tree topologies
with and without alarm flow for WRR and HWRR algorithms, pointing out an
unchanged network capacity. However, in Fig. 7, the delivery delay performance
are also evaluated for WRR and HWRR algorithms, respectively, highlighting that
the latter approach is more capable of handling flow priority and matching time
constraints.

3 Advanced Communications Protocol Design

3.1 Small-World Networking

The topic of D2D communications has been recently investigated in several
possible applications, as data offloading [3], cell coverage extension [18], content
sharing [37], and disaster area alerting [33] with a specific focus mainly on downlink
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Fig. 7 End-to-end delay per packet performance in the case of a star and a binary tree topologies
with and without alarm flow for WRR and HWRR algorithms

issues. However, these contributions are limited to the case of single hop scheme,
while the more general case of multihop D2D communications still deserves more
efforts. In [12] network-assisted D2D communication is addressed with an analysis
on power control limited to a more traditional two-hop scenario. Conversely,
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multihop D2D communication is considered in [35] for end-to-end Machine-to-
Machine connectivity, deriving a topology aware resource allocation scheme for
overlay networks and avoiding co-channel interference.

Despite these contributions, the development of suitable protocols which effec-
tively support information sharing is still an open issue. Recent research on large
scale self-organized distributed networks, as well as in social communities, suggests
an alternative perspective for routing protocol design [25]. It relies on the evidence
of scale-free properties for typical VANET deployments [31], which implies a
small-world network structure. The analysis of the so called network clustering
coefficient7 quantifies the clustering properties of a specific community of devices
and motivates the introduction of clustering protocols.

This is particularly relevant for the design of a joint clustering and routing
scheme, which dynamically organises nodes into groups, referred to as clusters,
where each cluster is coordinated by one of the vehicles, referred to as the cluster
head (CH) and the rest of vehicles are referred to as the ordinary nodes (ONs) [45].
The optimal CH selection relies on a combination of several parameters, such
as the ID, degree, energy level, position, speed and direction, and is typically
NP-hard to solve. Several heuristic policies [10, 42] have been proposed in ad
hoc networks, such as the lowest-ID, highest-degree and node-weight heuristics.
However heuristics are always not optimal.

3.2 Game Theory Inspired Approaches

Generally speaking, Game theory (GT) has been widely considered as a promising
approach to model the interaction among independent nodes in self-organizing,
decentralized and autonomic networks. In particular, non-cooperative models
address the interaction among individual rational decision makers, called players.
In such models players are assumed selfish, and select their strategies in order
to maximize their own performance without caring about the global network
performance, leading to steady-state equilibrium that are socially undesirable.
As examples of application the case of a medium access control based on the
CSMA/CA is considered in [8], while the packet forwarding problem is analyzed
in [17, 41]. Likewise, Cooperative GT, focuses on the study of coalition of players,
that act like a single entity. In particular, [36] proposes a novel classification of
coalitional games, whose main class is that of the canonical games. In this case
the superadditivity property holds, meaning that the formation of large coalitions is
never detrimental to any of the involved players. The objectives of a canonical game
are to study the stability and fairness of the grand coalition, i.e., the coalition of all
the players, where stability means finding a payoff allocation which guarantees that

7In particular, it represents the probability that two nodes connected to a common node are also
connected between themselves.
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no group of players have an incentive to leave the grand coalition. In [26] the authors
use the canonical games model to tackle the problem of how to fairly allocate the
transmission rates between a numbers of users accessing a wireless Gaussian MAC
channel, guaranteeing the stability under the envy-free fairness criterion. Finally
in [21], canonical coalition games are used to solve an inherent problem in packet
forwarding ad hoc networks.

Only recently, GT and coalitional games have been successfully applied also to a
few D2D communications, by first analysing open issues [40]. In [27] the problem
of uplink radio resource allocation is studied when multiple D2D pairs and cellular
users share the available resources. In addition, GT is applied to ensure energy-
efficient D2D resource allocation [49], and a simple coalitional game is studied for
energy-efficient D2D communications in Long Term Evolution (LTE) public safety
networks [46].

The aforementioned limitations of centralized optimization and heuristic solu-
tions, especially for clustering schemes, have led to an interesting body of literature
that deals with the use of coalitional graph games, where a specific graph inter-
connects the players to maximize their individual payoffs [14]. The coalitional
graph games principle has been applied to several wireless-oriented applications,
such as wireless physical layer security improvement [6], network formation for
maximizing data exchange [4], and decentralized joint relay selection and power
allocation [43]. Despite their potential, such game-theoretical approaches have their
own shortcomings, such as requiring the knowledge of other players’ actions, the
solution equilibrium is evaluated from each single player’s point of view, which
doesn’t fit the setting of two distinct sets of players (CHs and ONs) in the VANET
clustering problem. Recently, matching theory has becoming a promising technique
which can overcome some limitations of game theory and optimization [20].

4 Novel ITS Applications Based on Context
and Social Awareness

Vehicular Social Networks (VSNs) [29] are an emerging type of network which
allows the exchange of information among drivers, passengers, as well as vehicles.
The exploitation of social relationships can improve and extend the added value
provided by applications of vehicular networks (e.g. navigation safety applications,
navigation efficiency, entertainment, participatory and urban sensing, emergency
[19]). Indeed, leveraging the social dimension in vehicular networking can bring
several advantages:

• ease the dissemination of information by exploiting users common interests and
preferences thus avoiding to deliver information to uninterested parties;

• ease the on-time and continuous production of up-to-date and capillary informa-
tion on the road conditions and traffic status by turning users and vehicles into
producers of information;
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• enhance the exchange of information, media content and recommendations for
entertainment and tourism;

• support new mechanisms for reputation building and establishment of trust
among nodes in Vehicular Ad-Hoc Networks (VANETs) [24], (for instance the
relationship degree in online social networks could contribute to define the degree
of trust with an unknown node entering the network).

With respect to on-line and mobile social networks, VSNs pose several chal-
lenges:

• the topology of a VSN changes very often and it is formed by peers that move at
high speed;

• contact duration of vehicles on the move is short (in the order of tens of
seconds [29]);

• the technological infrastructure is made by heterogeneous components, such as
On-Board Units (OBU), vehicle sensors and actuators, mobile phones, Road Side
Units (RSU) and remote services.

The nature of VSNs is inherently dynamic and dependent on context changes, as
discussed hereafter.

4.1 Context-Awareness in VSNs

One of the first and more widely adopted definition of context was provided by Dey
[13]: “Context is any information that can be used to characterize the situation of
an entity. An entity is a person, place or object that is considered relevant to the
interaction between a user and an application, including the user and applications
themselves”.

Context-awareness was defined as the capability of a system to use context for
providing relevant information and/or services to the user, depending on the user’s
task. In the last decade, a lot of research has been conducted in the field of context-
aware systems to propose novel context representation and reasoning models and
context management frameworks and also to widen the scope of application of
context-aware adaptation mechanisms, beyond information provisioning to end
users, to include several application domains, including the automotive one.

Context-awareness plays a relevant role in VSNs for several reasons:

• context information can be used to dynamically detect and build communities.
Relations in VSNs can be built by taking into account highly variable information
such as common geographical location, final destination and/or part of the route,
but also rarely changing information, such as habits (e.g., daily routes to work),
friendship, family relationships, common interests and trust;

• members of VSNs can exchange context updates, such as change of speed,
occurrence of congestion events or accidents, PoI recommendations;
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• provided services can adapt to current context, e.g., navigation services can
suggest a new route, alerts are propagated only to nodes that can be affected
by the alerted event.

It is expected [19] that the evolution of Vehicular Networks will intersect
that of smart phones and Wireless Sensor Networks (WSN), thus extending the
range of context sources and the type of context information that can be gathered
in the vehicular environment and opening up the opportunity of novel context-
aware services. Ad-hoc networking mechanisms provided by wireless and cellular
technologies are key enablers for VSNs since they enable the establishment of
opportunistic networks relaying on the cooperation of dynamic groups of peers (i.e.,
smart phones, vehicle OBUs, smart objects along the road infrastructure).

Moreover, these opportunistic networks can be promptly put in place or reconfig-
ured when the situation requires a boost in the degree of social interactions in order
to face unexpected events. For instance, as soon as an incident occurs, a network
can be setup to alert the vehicles approaching that location.

Context in vehicular/automotive environments can be represented by referring to
the following main categories:

• User
• Vehicle
• Social Context
• Physical context
• Application
• Network
• Device.

This context information can be used to trigger appropriate adaptation at
different scopes (in-vehicle, vehicle-to-vehicle, vehicle-to-remote services) in order
to enhance the quality of travel for drivers and passengers and assure their safety.
Table 1 provides some main examples of context-aware adaptation actions.

4.2 Service Overlay

The appropriate use of context-aware adaptation paradigms in the operation of
application, network and communication services is considered a key enabler not
only for VSN but also, on a wider scope, for 5G technology [39]. Indeed, 5G
infrastructure is envisioned as a Neural bearer where Everything (applications,
processing resources, network, data, etc.) can be provided as a service and most
of intelligence, including context-aware adaptation logic, will be distributed at the
edge, i.e., in the aggregation and access segments up to the end user premises
[39]. As a consequence, it is possible to envisage an overlay of heterogeneous
service capabilities pervasively distributed and interconnected and deeply integrated
through the 5G network infrastructure that can be dynamically composed and
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Table 1 Context-aware adaptation in VANETS
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and software configuration, battery power, memory
consumption, received signal strength of available
access networks, etc.

X X

adapted to context changes. In this perspective, it is worth mentioning the IEEE
NGSON standard [23] since it specifies a service-overlay network over IP-based
infrastructure that provides context-aware and dynamically adaptive service control
and delivery functions. The NGSON functional architecture specifies a set of
functional entities (FEs) for main NGSON capabilities: service composition, ser-
vice discovery and negotiation, service routing, context information management,
content delivery, and service policy decision to negotiate and enforce Quality of
Service (QoS) at service and transport levels with underlying networks.

The envisioned 5G-enabled VANET scenario poses new challenges for the
physical deployment of the NGSON distributed overlay. Indeed, to accommodate
the requirement of pervasive intelligence and adaptation capabilities, we envision
a NGSON physical deployment where FEs would be distributed at least across
three levels: locally (on the vehicle and in a proximity-based group of vehicles),
at the edge (access/aggregation network) and remotely (network operators and
service providers data centers). Thanks to opportunistic communication, hw and sw
resources hosted by nodes, such as smart-phones and vehicle OBUs, can be exposed
as a service and dynamically composed across different nodes for providing added-
value services. For instance a video captured by a cam on a vehicle can be processed
by a video compressor provided by a smart-phone and then diffused to the other
peers of the network.

4.3 Application Scenarios and Communications Use Cases

Cooperation among vehicles can enable a wide range of application services
for the benefit of several categories of end users: drivers of private vehicles,
drivers of public or collective transport vehicles, transportation authorities, public
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Fig. 8 Potential use cases from a data exchanging and networking perspective

administrations, etc. Hereafter we provide some scenarios to illustrate how context-
aware applications can be empowered by multi-hop D2D communication. To this
purpose, we preliminary focus on three different networking use cases, starting
from (1) critical information diffusion performed by a single vehicle towards a
potential group of neighbours, up to (2) data exchange among convoys when a
communication opportunity arises, and (3) data aggregation and fusion performed
by a vehicle acting as gateway to the Internet, as depicted in Fig. 8. As soon as
communications become less sporadic and context aware, an ad hoc networking
scheme is required: in particular we indicated (1) a basic flooding scheme or more
advanced solutions relying on (2) disruption-tolerant networking (DTN) or classical
mobile ad hoc networking (MANET).

4.3.1 Safety and Early Warning Applications

Safety and early warning applications are one of the most investigated types of
applications in vehicular systems. Leveraging the dynamic exchange of context
information among OBUs and RSUs, dynamic communities can be built that group
vehicles that are in the same geographical area and eventually share a significant
part of their route or have the final destination in common. For example, events of
interest are: an abrupt deceleration of a vehicle or a group of vehicles, an obstacle
on the road, a sudden change of weather conditions, a breakdown of a vehicle.
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This information can be provided by drivers or passengers (as already enabled by
existing applications, e.g. Waze) or detected and automatically posted by vehicles
so to speed up the time needed for generating and disseminating the alert. For
instance a vehicle, elected as coordinator of a group of vehicles, can collect context
information provided by group members and execute a task for analysing this
information and infer the occurrence of events of interests. For instance, a sudden
deceleration and change of direction by a few vehicles may be interpreted as an
obstacle on the roadway and dispatched to other interested peers.

4.3.2 Autonomic Transport Systems in Smart Cities

The paradigm of opportunistic communication is one of the main ICT enablers
in the fields of Smart Cities. Indeed, adaptive and resilient communications are
expected to play a key role in the achievement of smart city goals (i.e. sustainable
economic growth, quality of life, rational use of resources through the active
involvement and participation of citizens). Especially V2X communication can
enable novel scenarios of cooperation among people, vehicles and urban infras-
tructure (e.g. traffic lights, street lights, message boards, etc.) so to achieve the
best compromise between private interests (e.g. minimize travel time to work)
and public goals (e.g. reduce CO2 and noise levels). People, vehicles and smart
urban objects can act as sensors and exchange context information. Distributed or
centralized decision approaches can be implemented that based on this information
can dynamically adapt the use of urban resources (e.g., change traffic light policies,
allow or avoid access to a road). For instance, priority at a crossing road could
be dynamically decided according to current situation: e.g. number of vehicles
on a lane, a congestion after the crossroad, an approaching ambulance, etc.
Drivers can be appropriately alerted through road messages and in vehicle alerts.
Furthermore, with the introduction of autonomous vehicle control systems, vehicles
could cooperatively agree on a traffic flow policy and autonomously enforce the
decision (e.g. a group of vehicles approaching a traffic light can smoothly decelerate
in order not to stop at the traffic light).

5 Summary

In this chapter we have analyzed main current trends and perspective in Vehicular
Networking in 5G. We first provided an overview on existing standards and
highlighted expected benefits enabled by the interworking with 5G systems. We
proposed a 5G vehicular communication systems able to perform the joint manage-
ment of multiple radio technologies and the resource allocation according to specific
application requirements. We pointed out main open issues regarding the protocol
design and we discussed the adoption of game theory inspired methodologies in
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the VANET clustering problem. Finally, we provided an insight on recent trends in
context- and social-aware vehicular applications enabled by the envisaged evolution
in Vehicular Networking.
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Next-Generation High-Efficiency WLAN

Nan Cheng and Xuemin (Sherman) Shen

Abstract Currently, the exponential growth of mobile data traffic has put an
increasingly heavy burden on the cellular network, and results in severe overload
problem. As a cost-effective Internet access solution, WiFi networks consume a
major portion of the global Internet traffic, and greatly offload the cellular network.
However, with the increasing demands for WLAN and the deployment of carrier-
WiFi networks, the number of WiFi public hotspots worldwide is expected to
increase dramatically. To face this huge increase in the number of densely deployed
WiFi networks, and the massive amount of data to be supported by these networks
in indoor and outdoor environments, it is necessary to improve the current WiFi
standard and define specifications for high-efficiency wireless local area networks
(HEWs). In this chapter, the emerging HEW technology is introduced and discussed,
including typical use cases, environments, and potential techniques that can be
applied for HEWs. We first give the typical HEW use cases, and analyze the main
requirements from these use cases and environments. Then, potential techniques,
including enhanced medium access, and spatial frequency reuse, are presented and
discussed.

1 Introduction

1.1 High-Efficiency WLAN

As one of the most successful wireless access technologies, IEEE 802.11 wireless
local area networks (WLANs) provide cost-effective Internet access that can satisfy
the communication requirements of most current wireless services and applications.
Due to the high data rate, low deployment complexity, and low price, WLANs
have been widely deployed around the world and experienced tremendous growth
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in the recent years. Like many other wireless technologies, since the first standard
IEEE 802.11a-1999, WLANs or WiFi technologies have evolved and integrated the
latest technologies, in order to continue to improve the spectrum utilization and
network performance. In IEEE 802.11n-2009, single-user multiple-input multiple-
output antennas (SU-MIMO) is added to support a maximum data rate from 54 to
600 Mbps. In addition, frame aggregation is employed to reduce the protocol over-
head. IEEE 802.11ac-2013 further extends the features, including multi-user MIMO
(MU-MIMO), extending the channel bandwidth to 160 MHz, and high-density
modulation (up to 256-QAM). With these feature, IEEE-802.11ac based WLANs
can support maximum 866 Mbps data rate. IEEE 802.11af and 802.11ah extend the
WLAN spectrum bands to the TV white spaces and sub 1G bands with cognitive
radio technologies, so as to support long-range and power saving applications such
as machine-to-machine (M2M) communications. In IEEE 802.11p is designed on
5.9 GHz to support Intelligent Transportation Systems (ITS) applications, such as
toll collection, vehicle safety applications, and high-speed Internet access. The most
popular IEEE 802.11 amendments are shown in Table 1.

The emerging 5G network is envisioned as a heterogeneous network, with
macrocells, microcells, small cells and relays working cooperatively [36], as shown
in Fig. 1. Different networks may have different features and satisfy different
demands. For example, the macrocells provide the largest coverage, and offer high-
rate data service to time-intensive applications, however with a relatively high
price. On the other hand, small cells can provide local high-speed Internet access
with low price, and can greatly enhance the spectrum efficiency. As shown in
Fig. 1, in 5G heterogeneous networks, WiFi networks play an important role in
delivering local mobile data in a cost-effective way. WiFi is recognized as one of
the primary offloading technologies [1]. By delivering data originally targeted for
cellular networks by WiFi, which is referred to as WiFi offloading, the congestion
of cellular networks can be alleviated. WiFi offloading has been extensively studied
for stationary or slow moving users [1, 6, 28, 35]. It is shown that around 65 % of
the cellular traffic can be offloaded by merely using the most straightforward way
of simply switching the IP connection from the cellular network to WiFi when the
WiFi connectivity is available. In addition, significant amount (above 80 %) of data
can be offloaded by delaying the data application [28].

In spite of the high data rates supported, the next-generation WLANs face three
challenges. First, the popularity of WLANs has led and will continue to lead to
very high WLAN deployment, which is a primary issue to address. Second, the
emerging data-craving applications, such as real-time high-quality video streaming
will significantly increase the users’ throughput requirements. Third, the outdoor
WLANs are getting more popular, which has a more complex communication
environment. For the first challenge, legacy WLANs will find its difficulty to well
behave in the scenario of very dense deployment of access points (APs). Based on
the carrier sense multiple access with collision avoidance (CSMA/CA) mechanism
WLANs employ, in the dense scenario, the contention problem will be severe and
the channel utilization is poor. In addition, in the dense scenario, WLANs are
not noise-limited system any more, and the signal from nearby co-channel basic
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Fig. 1 Heterogeneous 5G networks with small cells and WLANs

service sets (BSSs) may significantly interfere with the received signal, leading to
low signal-to-interference-plus-noise (SINR), and thus degrade the performance.
The overlapping BSS (OBSS) problem should be well addressed in next-generation
WLAN. For the second challenge, since the current WiFi amendments are aimed
at improving the network throughput performance, advanced mechanisms should
be investigated to improve the single user’s throughput. For the third challenge,
the channel condition in outdoor environments is more unreliable, since the delay
spread can be large due to the multi-path transmission. In addition, the non-LOS
channel makes it difficult to maintain links, even with a good SINR. Due to the
possible long transmission range, the power of user devices can be a limiting factor.
Also, the interference can be severe, caused by unmanaged networks, and home
gateways signal leaking outdoors.

To address these challenges, the High-Efficiency WLAN (HEW) Study Group
[13] is working on a new 802.11 amendment called IEEE 802.11ax-2019. A typical
dense deployment of HEW is depicted in Fig. 2, where there is a large number of
access points (APs) and a large number of stations (STAs) associated with each AP.
The scope of 802.11ax is stated in [15]:

This amendment defines standardized modifications to both the IEEE 802.11 physical
layers (PHY) and the IEEE 802.11 Medium Access Control layer (MAC) that enable at
least one mode of operation capable of supporting at least four times improvement in the
average throughput per station (measured at the MAC data service access point) in a dense
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Fig. 2 A dense HEW deployment

deployment scenario, while maintaining or improving the power efficiency per station.
This amendment defines operations in frequency bands between 1 and 6 GHz. The new
amendment shall enable backward compatibility and coexistence with legacy IEEE 802.11
devices operating in the same band.

In this chapter, we mainly present the features of the IEEE 802.11ax-2019 HEW,
and discuss the potential techniques.

1.2 Requirements and Performance Metrics of HEW

From the above statement, it can be seen that the new IEEE 802.11ax HEW, as one
of the next-generation WiFi technologies, has the following requirements:

• Throughput enhancement per station. Due to the varied throughput requirements
of individual users and emerging applications, the throughput performance
should be enhanced from the perspective of not only the network, but also
individual users. Average throughput per station is directly proportional to both
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area throughput and aggregate BSS throughput. Therefore, the 5th percentile
measure of the per station throughput can be used to evaluate the desired
distribution of throughput among a number of stations in an area. These metrics,
along with the satisfaction of the packet delay and the packet error ratio (PER)
requirements of applications, will directly correspond to user experience in
identified scenarios. Moreover, based on [15], the increase in average throughput
per station is not limited to four times improvement, while a range of 5–10 times
are targeted, depending on technology and scenario.

• Efficient in dense scenario. A dense HEW deployment will result in a high
level of co-channel interference (CCI), due to adjacent BSS APs operating on
the same frequency channel. Hence, it is necessary to mitigate the CCI among
neighbouring BSSs, in order to maintain a stable HEW throughput and satisfy
the quality of service (QoS) requirements of the supported applications. HEW
will be evaluated with a set of typical deployment scenarios representative of the
main expected usage models that are likely to suffer bottlenecks in the coming
years: residential, enterprise, indoor and outdoor hotspots. In these scenarios,
three categories of objectives are highlighted. First, Spectrum resources should
be utilized in a more efficient way in scenarios with a high density of STAs
per BSS. Second, spectral frequency reuse should be significantly enhanced,
and interference between neighboring OBSS should be managed. Third, the
robustness in outdoor propagation environments and uplink transmissions should
be increased.

• Power efficiency improvement. Battery is one bottleneck of the mobile devices.
Applications and WLAN infrastructure assume that the devices are constantly
connected, which results in a large battery drain. In addition, current WLAN
devices spend 90 % of time listening, which also consumes much energy. Several
works in the literature have proposed mechanisms to enhance the STA power
efficiency by using sleeping mechanisms, however, none has considered a dense
deployment of WLANs in an outdoor environment. Power efficiency is intended
to measure consumption of devices which can reasonably be assumed to be
powered by batteries and will take into account average power consumption for
a given scenario.

• Backward compatibility. The HEW should be able to provide backward compat-
ibility, such that legacy devices can work in HEW, and in turn HEW devices can
work well in legacy networks.

To evaluate the performance of HEW, performance metrics should be properly
defined. In [15], it is stated that HEW aims to improve the metrics that reflect
user experience, including per station throughput, the 5th percentile of per sta-
tion throughput, and area throughput, in the scenarios of indoor/outdoor dense
deployment. The detailed performance metrics of HEW are suggested and discussed
in [12]. Among them, several important metrics are listed as follows.
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• Self-interference suppression. This is a measurement of the ability of a device to
receive signal when it is transmitting signal on the same frequency channel. Self-
interference suppression is critical for full-duplex transmission, which is one of
the key technologies of HEW.

• MAC efficiency. Defined by MAC throughput divided by PHY throughput, MAC
efficiency is a proper metric to evaluate the performance of HEW MAC protocols.

• Spectrum Efficiency. Spectrum Efficiency is measured in bps/Hz, which should
be maximized to enhance the network performance.

• Throughput. The 5 percentile and 95 percentile user throughput should be
measured to evaluate the throughput at the center and edge of the cell. In dense
deployment scenario, improving the throughput performance is important yet
challenging, due to the presence of severe collision and interference.

• Robustness. Robustness evaluates the reliability and strategy of wireless con-
nections in different scenarios. Association strategies include always connected,
connected with minimum rate, and blocked when the admitted data rate is not
met

• Availability (or outage). Given the link received signal is good, the communica-
tion link can still be unavailable due to high congestion, overloading, or severe
interference.

• User experience. User experience may include network selection and association
latency, association successful ratio, data transmission latency, and handoff
latency and successful ratio.

In the following of this chapter, we first study the HEW use cases, and then
discuss several key enabling technologies, including enhanced 802.11 distributed
coordination function (DCF) and spectrum spatial reuse. At last, the chapter is
concluded.

2 HEW Use Cases

In this section, we list and discuss the usage models of IEEE 802.11ax HEW.
Different from legacy WLAN, most of the use cases for HEW are characterized by a
high density of STAs and/or BSSs. Users need WiFi access anytime and everywhere,
which pushes its deployment/usage characterized by a high density of STAs and
BSSs, such as hotspots in airport/train stations, malls, stadium, parks, streets, and
campus. In addition, the increased usage of WiFi also leads to a higher density in
“traditional” WiFi environment. Therefore, clearly defining the usage models can
understand the specific requirements of each individual usage model, which can in
turn facilitate the investigation of HEW key technologies.
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2.1 Environment

Environment is the type of place in which the network of the use case is deployed.
In HEW, seven environments are defined, which are enterprise, small office, hotspot
in public places, outdoor hotspots, home, campus, and airplane/bus/train/ship,
respectively.

• Enterprise. The enterprise environment can be on desk and in cubicle character-
ized by short range and line of sight (LOS) transmission, and conference room
characterized by medium range and mostly line of sight transmission.

• Small office. The small office environment is characterized by single BSS with
limited number of users and unmanageable interferences.

• Hotspot in public places. WLAN will be widely deployed in public areas, such
as transportation hubs (airport, train station, and bus station), exhibition hall, and
shopping malls. This environment is characterized by many STAs in a BSS.

• Outdoor hotspots. The typical examples include park, streets, stadium, and
areas with special crowded events. The outdoor WLANs can be co-located with
cellular base stations such as small cells, and user equipments such as private
mobile APs.

• Home. The typical examples include dense apartment buildings and town houses,
where WLANs can interfere each other.

• Campus (Educational space, Hospital). The typical examples include audito-
rium/lecture halls/classrooms in the educational space, video conferencing/tele-
presence, and hospitals where remote medical assistance for operations is via
wireless networks.

• Airplane/bus/train/ship WLANs can provide Internet access in large vehicles,
such as in airplane and train. This environment is characterized by many STAs in
a BSS.

Most environments are characterized by the overlap of multiple WLANs in the
dense area that need to cohabit efficiently and fairly. There are different types of
network overlap: (1) one or multiple cluster of APs (extended service set (ESS)),
where each ESS is managed by a controller; (2) one or multiple stand-alone APs,
each with its own management entity; (3) one or multiple single-link networks for
P2P communications; and (4) the overlapping networks can be legacy networks
(11a/b/g/n/ac).

2.2 Applications

In HEW, application is defined as a source and/or sink of wireless data that
relates to a particular type of user activity. Several new/enhanced applications
are considered, which include wireless docking, unified communications, display
sharing, cloud computing, video distribution at home, progressive streaming, user
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generated content (UGC) upload and sharing, interactive multimedia and gaming,
real-time video analytics and augmented reality, wearable devices, geo-location
services, etc.

2.3 Usage Models

In the current discussion of HEW, five main usage models are defined, each of
which include several different environments. A list of usage models, along with
the environments, are given in Table 2, as listed in [16].

Comparing to the use cases defined in previous IEEE 802.11 amendments, such
as 802.11ac, there are substantial differences with respect to the environments,
applications, objectives, and metrics. In terms of environments, hotspots for cellular
offload and public access in dense areas for indoor and outdoor are unique, and
for general home and enterprise scenarios, it is more challenging towards high
density deployment. For applications, HEW usage models consider a mix of traffic
and clients, and focus on the quality of experience (QoE) of all clients in these
more dense scenarios. For objectives, unlike previous IEEE 802.11 amendments
which aim to improve the peak throughput, HEW targets to improve the WLAN
efficiency by improving user experience and overall capacity per area. For metrics,
the candidate metric that are under discussion include average per user throughput,
5th percentile of per user throughput cumulative density function (CDF), and area
throughput. In the following, each use case is introduced.

2.3.1 Use Case 1

Use case 1 focuses on the scenarios with both high density of APs and high density
of STAs per AP. This is the most important and challenging use case of HEW,
where the high density of APs can cause severe interference, and the high density
of STAs may congest the network, leading to packet collisions and retransmission.
The typical environments in use case 1 are shown in Fig. 3.

(1a) Stadium. The stadium environment is an open area with few obstacles and
multiple APs deployed by single/multiple operators. Most of the transmis-
sions are LOS and the layout of APs are frequently changed. Interference
can happen between APs belonging to the same managed ESS, and between
unmanaged APs due to very high density deployment. In addition, interfer-
ence may also caused by cellular networks and bluetooth devices. The traffic
is characterized by bursty in time and is uneven due to users’ participation
in physical space. Example applications may include many users requesting
high-rate best effort recreational content, receiving VHD video feed highly
compressed, and following ESPN event or Twitter for supplemental event
content.
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Fig. 3 Typical environments of use case 1. (a) Stadium. (b) Airport. (c) Exhibition hall.
(d) Shopping mall

(1b) Airports and train stations. In airports and train stations, travelers are using the
networks deployed by many service providers to check emails, watch movies,
play online games, and access cloud services. The environment can be very
complex and WLAN data transmissions can suffer severe interference, which
may come from APs belonging to the same managed ESS, APs belonging to
different managed ESS, and unmanaged networks.

(1c) Exhibition hall. Exhibition halls are an typical example of high density use
cases. There may be many WLANs deployed by the exhibitors and event coor-
dinator, through which people access the digital contents like demonstration
and promotion videos of exhibitors. People also require Internet access to visit
exhibitors’ web sites, to send video and pictures to the companies, etc. In the
indoor open spaces, there will be many APs and STAs and may suffer severe
interference from APs belonging to the same managed ESS, stand-alone APs
in the exhibition booths, and unmanaged networks.

(1d) Shopping mall. In shopping malls, shoppers can use the WLANs to localize
themselves in the mall and receive coupons (potentially along with augmented
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reality). For classical public access, users can also use the network to visit
websites, watch videos from YouTube, play online games, and access cloud
services.

2.3.2 Use Case 2

Use case 2 is characterized by high density of STAs in indoor environments. In this
category, the density of APs may not be extremely high, but the density of STAs per
AP is very high, resulting in the congested networks, and degraded performance.
The typical environments in use case 2 are shown in Fig. 4.

(2a) Dense wireless office. In a dense office, devices are operating in close
proximity, with the distance between two devices smaller than 50 meters.
There are multiple APs per floor, and 20–30 STAs per AP. The computers
of an office can wirelessly associate to an external server and display with
user configuration. This requires a reliable WLAN transmission so that users
do not feel a delay indicating the wireless communication. In addition, in

Fig. 4 Typical environments of use case 2. (a) Dense wireless office. (b) Public transportation. (c)
Lecture hall. (d) Manufacturing floor automation
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office users may have their own fixed or mobile devices, which also requires
Internet access with high data rates. The interference in this environment
can be caused by peer-to-peer networks, between APs belonging to the same
managed ESS, and between APs belonging to different managed ESS due to
the presence of multiple enterprise in the same building.

(2b) Public transportation. In the public transportation vehicles, such as trains,
buses, and planes, crowded users may have operational WLAN network
for Internet access, especially during the peak hours, such as commuting
time. The WLAN can provide contents such as video, audio, and interactive
gaming through onboard entertainment system, and can also offer high-
rate Internet access for in-vehicle users. Interference in this scenario can be
caused by unmanaged networks, as well as by surrounding WLANs for public
transportation systems.

(2c) Campus network—lecture hall. In a lecture hall, a professor can remotely
deliver a lecture to hundreds of students. The lecture comprises of both real-
time video of the professor and supplemental content. The professor can
receive real-time video of the lecture hall, and can zoom the video to view
the audience, while the students can use wireless devices to watch the video
and access the supplemental content simultaneously.

(2d) Manufacturing floor automation. On a manufacturing floor, there are thou-
sands of tasks happening each minute, and many of the tasks requirement
communications. In such as scenario, a mix of applications may have very
different QoS requirements. For example, streaming of live or CAD video
requires high throughput, very low delay, and high reliability. Machine-
machine communications and robotic material handling requires high relia-
bility but less time sensitivity and lower data rate.

2.4 Key Technologies

HEW considers MAC and PHY technologies that can significantly improve WLAN
efficiency and robustness. Specifically, it should make more efficient use of
spectrum resources in dense deployment scenarios, increase robustness in outdoor
propagation environments, and improve the power efficiency. To achieve these
goals, many new and efficient technologies should be employed to work together.
We list the potential technologies in Table 3, and discuss two of them, i.e., enhanced
DCF and spatial spectrum reuse, in detail in the rest of the chapter.

3 Enhanced 802.11 DCF

The distributed coordination function (DCF) is the fundamental access method of
CSMA/CA technique, which has not been enhanced since the release of the legacy
IEEE 802.11 standard. However, CSMA/CA techniques have poor performance
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Table 3 Potential technologies for HEW

Category Technology

Edge throughput enhancement HARQ

Larger contention period

MAC enhancement Basic access mechanism enhancements

Dynamic sensitivity control

Traffic prioritization, QoE

Multicast transmissions

MIMO/Beamforming Massive MIMO, MIMO precoding

DL/UL MU-MIMO

Beamforming for OBSS

Beamforming for interference handling

Multiplexing schemes OFDMA, SDMA, OFDM-IDMA, FFR

TD-uCSMA

Channel bonding

Overlapping BSS handling Interference management, antenna pattern nulling

Efficient resource utilization

Control frame transmission reduction

Full-duplex (FD) MAC/PHY mechanisms for enabling In-band FD

Enhancements for enabling out-band FD

in very dense scenario due to collision and interference. IEEE 802.11ax HEW
aims to enhance or change the underlying CSMA/CA scheme to minimize the
collisions. There are two ways to do this: changing to a centralized MAC scheme,
or enhancing the CSMA/CA based protocol. Centralized solutions, such as the
hybrid coordination function controlled channel access (HCCA), have never been
employed in WLAN. Therefore, to maintain backward compatibility, HEW sticks
to the enhancement of CSMA/CA protocols. Potential development of the DCF
operation is required in order to improve its performance in a highly dense scenario,
i.e., when a BSS consists of a large number of STAs. To achieve this goal, two
techniques can be employed. First, full duplex technology allows the simultaneous
signal transmission and reception, which can increasing the number of simultaneous
transmissions within a BSS and reduce transmission collision probability. Second,
the enhanced access category (AC) can decrease the channel time for control
information transmissions in order to improve the channel utilization.

3.1 Full Duplex Technology

In IEEE 802.11 DCF, it is assumed that each STA is equipped with a half-duplex
physical layer, i.e., either transmits or receives signal at one time. However, recently,
the development of a full duplex technology has significantly advanced, which
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Fig. 5 In-band full-duplex

allows a transceiver to simultaneously transmit and receive signals on the same
frequency [2, 5, 24]. The concept of full duplex technique is shown in Fig. 5. With
frequency division duplexing (FDD) or out-band full-duplxe (OFD), a device can
transmit and receive at the same time, however, on different frequency bands, which
wastes frequency resource. With time division duplexing (TDD) or in-band half-
duplex (IHD), a device can transmit and receive on the same frequency band, but at
different times, which wastes time resource. Differently, in-band full-duplex (IFD)
radio can transmit and receive simultaneously on the same frequency channel, and
thus does not waste frequency and time resources. The merit of IFD is that it can
achieve high spectral efficiency. Given a link between two nodes a and b, we can
calculate the theoretical ergodic capacities of ideal IFD as

CIFD D Cab C Cba; (1)

where Cxy D log2.1C SINRxy/, while the theoretical ergodic capacities of OFD and
IHD can be calculated by

CIFD D 1

2
Cab C 1

2
Cba: (2)

Therefore, theoretically, IFD can achieve twice spectra efficiency than OFD and
IHD. However, there are two main challenges of implementing, self-interference
(SI) and CCI. Figure 6 shows how SI is generated and influence the IFD operation.
Since the average transmit power of WLAN is 20 dBm, and the noise floor is
around �90 dBm, the SI should be canceled by 110 dB to a negligible level [2].
CCI may happen when an IFD capable AP supports the IHD capable users, where
user A can transmit to the AP while AP is transmitting to user B. Thus, the
transmission of user A causes interference at user B. Self-interference cancellation
technologies are proposed to reduce the SI, and achieve more IFD gain. There are
mainly three categories of SIC technologies, which are propagation SIC (PSIC) in
antenna domain, analog SIC (ASIC) in circuit domain, and digital SIC (DSIC)
in baseband domain. However, for PSIC, the merit of IFD in terms of spectral
efficiency disappears since PSIC mainly employs different antennas for Tx and Rx,
and cancel SI by physical isolation between Tx and Rx antennas. In addition, the
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Fig. 6 Self-interference
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Secondary Tx

Hidden terminal
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Fig. 7 IFD solves hidden terminal problem

size of IFD transceiver gets larger. Therefore, SIC mainly rely on ASIC and DSIC,
which operates with single antenna. With ASIC, The comparison of state-of-the-art
SIC performance is shown in Table 4, which is summarized in [17].

Besides up to 2 times spectral efficiency, IFD can also facilitate advanced MAC
protocols to solve many problems using half-duplex transceiver. It can reduce the
DCF overhead by eliminating request-to-send (RTS)/clear-to-send (CTS) handshak-
ing information exchange which precedes the actual data transmission [11]. This is
because the receiver can immediately start to transmit, which suppresses nearby
nodes, as shown in Fig. 7. In addition, when a WLAN is saturated, the bottleneck
of the network is the AP, since it has the same chance to transmit as each of its
serving clients. With IFD, the problem can be solved since the AP can transmit
when STAs are sending packets to it. To date, a few studies have considered the
development of MAC schemes based on a full duplex physical transceiver. Some of
these studies propose techniques that are not based on the CSMA/CA mechanism
[27]. In [27], AP behaves as a central node, scheduling the transmissions of all STAs
under control. The AP first sends a probe packet, and all STAs registered under the
AP will send the information of transmission length and current interference level to
the AP. Based on the information, a schedule called Janus determines the packets to
be transmitted concurrently, and the mode (half- or full-duplex) and data rate using a
heuristic algorithm to achieve close to the best throughput performance. Simulation
results show that Janus MAC can achieve nearly twice throughput comparing to the
legacy MAC schemes. However, it may not be practical since centralized MAC is
not favored by WLAN implementations.



Next-Generation High-Efficiency WLAN 667

T
ab

le
4

C
om

pa
ri

so
n

of
st

at
e-

of
-t

he
-a

rt
SI

C
pe

rf
or

m
an

ce

In
st

it
ut

e
Y

ea
r

(S
ta

nd
ar

d)
Fr

eq
.(

M
H

z)
B

W
(M

H
z)

PS
IC

(d
B

)
A

SI
C

(d
B

)
D

SI
C

(d
B

)
To

ta
lS

IC
(d

B
)

N
E

C
(J

ap
an

)
20

11
5

10
55

N
on

e
20

75

R
ic

e
U

ni
ve

rs
it

y
(U

S)
20

11
2.

4
10

57
24

N
on

e
81

20
12

2.
4

20
65

20
85

20
12

2.
4

20
71

24
95

St
an

fo
rd

U
ni

ve
rs

it
y

(U
S)

20
10

2.
48

5
30

25
15

70

20
11

2.
4

10
45

28
73

20
13

2.
45

80
N

on
e

60
50

11
0

D
U

PL
O

20
14

2.
45

6
N

on
e

50
50

11
0

R
F

W
in

do
w

(K
or

ea
)

LT
E

W
C

D
M

A
2

20
60

N
on

e
10

70

W
IT

H
U

S
(K

or
ea

)
LT

E
W

C
D

M
A

2
10

35
N

on
e

35
70

A
ir

Po
in

t(
K

or
ea

)
LT

E
T

D
D

2.
2

55
N

on
e

35
90

SO
L

iD
(K

or
ea

)
2

65
N

on
e

35
10

0



668 N. Cheng and X. (Sherman) Shen

On the other hand, other research has developed full-duplex MAC schemes based
on CSMA/CA [24, 33]. There is one case the hidden terminal cannot be addressed
by IFD, where the primary and secondary packets may have different lengths.
For example, in Fig. 7, if the secondary transmission is shorter than the primary
transmission, the hidden terminal is no more suppressed. In [24], a busy tone
mechanism is employed to address this problem. When a nodes finish transmitting
before finish receiving, it will transmit a predefined busy tone, until it finishes
receiving; when a node receives a packet but has no packet to transmit, it will
also transmit the busy tone. Through the hardware implementation of a simple
case where two full duplex nodes transmit packet to each other, it is shown that
the proposed full-duplex MAC scheme can achieve better performance in packet
reception ratio, throughput and fairness than half-duplex MAC schemes. In [33],
a full-duplex physical layer (FD-PHY) is proposed and implemented, based on
which a full-duplex MAC (FD-MAC) scheme is developed and implemented for
infrastructure-based WLANs. To maximize full-duplex capability and guarantee
fairness, queue information needs to be shared with neighboring nodes, and all
nodes should be allowed to access the medium. To do this, three mechanisms
are employed in FD-MAC. First mechanism is called shared random backoff, the
backoff counters of two communicating nodes are synchronized so that they can
transmit at the same time while other nodes are allowed to access channel during
the backoff of the communicating nodes. The second mechanism is snooping on
the header of all transmission within the radio range, even when the node is not
transmitting during the network allocation vector (NAV). This enables the nodes
to estimate their local topology, and discover the clique or hidden node with
themselves. Lastly, the FD-MAC employs virtual contention resolution mechanisms
to further balance the objectives between maximize full-duplex opportunities and
fairness.

Current research on IFD-based MAC is still in its infant stage. The target MAC
scheme should be able to maximize the benefit of full-duplex capabilities (i.e., the
opportunity of simultaneous transmission and receiving by a STA) in infrastructure
and independent BSSs, support half duplex operation (for backward compatibility),
and maintain fairness among all half duplex and full duplex STAs. In addition,
the employment of such technology will also facilitate developing more efficient
transmit power control and interference mitigation schemes.

3.2 Enhanced Access Category

The aim of HEWs is to satisfy the QoS requirements of various applications,
in both dense indoor and dense outdoor environments, while reducing the power
consumption. In HEWs, due to the DCF scheme, a STA’s average throughput
decreases with the increasing number of STAs that are being served by the AP,
and the worse channel condition: the former is due to increase of transmission
collisions, and the latter is due to that the STA with weak channel take a long time
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for its data transmission [3, 29]. To satisfy STAs’ QoS requirements, the pervious
WLAN standards provide a basic AC scheme and an enhanced DCF scheme called
Enhanced distributed channel access (EDCA) [9]. With the AC scheme, a STA is
accepted or rejected based on medium time which is calculated from the minimum
physical layer rate of the STA [8, 11, 26]. However, Such AC scheme is inefficient
because calculating the medium time results in an underutilized channel. In addition,
AC-based EDCA cannot guarantee the strict QoS requirements of real-time voice
and video services [4]. Therefore, other AC schemes (e.g., [8, 11, 26, 30]) and
further improvements for EDCA (e.g., [4]) have been proposed. However, none of
these schemes has been designed for a dense WLAN deployment in an outdoor
environment. In such deployment scenario, multiple APs coexist, wireless channels
rapidly varys, and all the WLAN frequency channels are utilized by adjacent
APs. Therefore, to achieve robust and optimal throughput and QoS performance,
advanced AC and dynamic handover schemes based on these characteristics should
be developed.

4 Spatial Frequency Reuse

OBSS is one of the main problems that HEW aims to solve, since high density
deployment of WiFi networks is one targeting scenario of HEW. Intuitively,
improving spatial reuse can efficiently mitigate OBSS. Spatial reuse has been
extensively studied in the literature. In this section, we present a literature survey
of two kinds of spatial reuse improvement methods, namely enhanced clear channel
assessment (CCA) and transmit power control (TPC).

4.1 Enhanced Clear Channel Assessment

CCA is a function for WiFi to determine the current usage state of the wireless
medium, which is defined in IEEE 802.11-2007 standards [10]. There are two
functions in CCA, namely carrier sense (CCA-CS) and energy detection (CCA-
ED). The former is used for a receiver to detect and decode WiFi preamble, while
the latter is used to detect non-WiFi energy. CCA functions in the way that if a WiFi
signal is detected above the CCA-CS level (or CCA-CS threshold), or a non-WiFi
signal is detected above the CCA-ED level (or CCA-ED threshold) at a STA, it
indicates that the wireless medium is currently captured by other STAs or non-WiFi
devices, and thus the STA has to stay off the air in order to avoid collisions. In [10],
the CCA-CS and CCA-ED levels are defined, which are summarized in Table 5.

In IEEE 802.11-2007 standards, the CCA levels are defined relatively low values,
which can guarantee a large coverage of the WLAN, minimize the interference
(signals received below the CCA level is considered as noise), and mitigate the
hidden terminal problem. This can work well in low density WiFi with proper AP
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Table 5 CCA levels defined in [10]

Bandwidth (MHz) CCA-CS level (dBm) CCA-ED level (dBm)

5 �88 �78

10 �85 �75

20 �82 �72

channel selection algorithms. However, in HEW, BSSs are deployed densely, and
OBSSs are very common. Therefore, in HEW, with a low CCA level, an ongoing
transmission can prevent many STAs of nearby BSSs from transmitting, which in
turn degrades the overall performance of HEW. In order to improve the performance
of HEW (mean and 5 % throughput), an intuitive solution is to allow concurrent
transmissions with high data rates. To this end, enhanced CCA mechanisms are
required to improve the spatial reuse of HEW.

4.1.1 Fixed CCA Enhancements

A straightforward solution is to increase the CCA threshold (CCAT) to a certain
value such that HEW STAs can transmit in spite of the presence of signals
from other OBSS STAs. The advantages of this kind of CCA schemes are easy-
implementing, and in some cases, they can achieve high efficiency. In [14], the
throughput performance of several CCATs in the scenario of indoor small BSSs
are evaluated through simulations. It is shown that the average throughput increases
with the CCAT, while the 5 % point in the throughput decreases with the CCAT.
This is because with a higher CCAT, more concurrent transmissions in the same
area are allowed, but the cell edge users suffer low SINR due to low signal
from the AP and high interference from OBSS STAs. Theoretically, with a higher
CCAT, the interference will become severer, and more collisions may happen
since more concurrent transmissions are permitted. Therefore, the joint impact
of concurrent transmissions, interference, and collision on the HEW performance
should be investigated. In [25], the performance of varied CCATs is studied through
a simulation of a dense cell-like topology of co-channel BSSs. It is demonstrated
that the positive impact of spatial reuse dominates over the negative impacts of
collision and interference in the dense scenario due to the short distances between
APs and associated STAs, and the throughput performance is increased by 190 %
when choosing optimal CCATs. In [38], the throughput performance of OBSSs with
and without CCA adaption is evaluated. The simulation results show that with CCA
adaption, the throughput of HEW STAs and legacy STAs can be increased to 59.6
and 12 Mbps from 14 Mbps and 2 kbps without CCA adaption, respectively. The
fairness issue between HEW STAs and legacy STAs (no CCA adaption used) is one
critical issue in CCA adaption, which will be discussed later. A simulation study
of CCA performance is presented in [21], where the impact of different CCATs in
HEW simulation scenario 1 (residential), 2 (wireless office), and 3 (indoor small
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BSS) is investigated. It is shown that when the CCAT varies from �82 to �30 dBm,
both mean and 5 % throughput increase with the CCAT in scenario 2, while in
scenario 1 and 3, there are specific values of CCAT to achieve maximum throughput,
and the optimal value for mean and 5 % throughput may be different. This is in
accordance with the observations found in [22].

4.1.2 Dynamic CCA Enhancements

Fix CCA enhancement methods can be efficient in the scenarios where the network
is deployed regularly, and the mobility of STAs is low. However, with a more
complicated scenario where a huge number of BSSs are deployed densely and
irregularly, and the STAs may move fast and frequently, fix and global CCA
enhancement methods may not be suitable to achieve satisfying performance.
Therefore, dynamic CCA schemes are required to adapt to the complicated scenarios
and the STA mobility. Since the dynamic CCA is to adjust the radio sensitivity, they
are usually referred to as dynamic sensitivity control (DSC).

In [32], a centralized joint CCA and channel bandwidth control scheme is pro-
posed to adaptively control the CCAT of APs, and optimize the channel bandwidth
allocated to STAs, in order to maximize the transmission opportunity of APs, and
guarantee the required SINR of STAs. Simulation results show that the proposed
joint CCA and channel bandwidth control scheme can achieve approximate twice
in average throughput comparing to only CCA adaption is employed. In [31], a
centralized CCA adaption scheme is proposed, in which CCATs of APs are set
according to the current positions of STAs. A central controller uses a camera to
obtain the positions of STAs, and CCATs for APs are then calculated based on the
obtained positions in order to achieve a high SINR for STAs.

In [23], a simple distributed DSC scheme is proposed, where the CCATs of STAs
are dynamically adapted to the received signal from the AP. STAs measure the
received signal strength indication (RSSI) of the AP beacon, and adapts its CCAT
S by

S D min.R;L/�M; (3)

where R denotes the RSSI of the AP beacon, L sets the upper limit of R, and M
denotes a margin value. The upper limit L of AP beacon RSSI is to prevent STAs
close to AP having too high CCAT which may result in severe hidden terminal
problem. The value of margin M should be large enough to guarantee a large enough
SNR and to deal with sudden changes in reception of beacon signals. With the
proposed DSC scheme, the coverage of a BSS greatly reduces, and therefore the
spatial reuse is improved. Through an analysis to a cell-like topology, it is shown
that the network capacity can be improved by 7.58 times. In [7], a distributed
physical carrier sensing tuning scheme is proposed for dense multiple access point
architecture where a STA can associate with multiple APs to exploit the spatial
diversity. To enhance the spatial reuse efficiency, the CCATs of STAs are adjusted
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based on the packet loss rate and busy ratio. Simulation results show that the
proposed scheme can greatly increase the system throughput comparing with the
basic DCF scheme. In [18], a distributed CCA adaption scheme is proposed for each
PLCP protocol data unit (PPDU). The transmitting device announces the CCAT it
permits other devices to use for each PPDU, and dynamically adjusts the value. The
aim of the adjustment is that if a STA successfully transmits packets successively,
the surrounding STAs can use a higher CCAT to improve the spatial reuse; if a
transmission fails, the STA will reset the CCAT of surrounding STAs to a low level
in order for the successful transmission of following packets.

4.1.3 Fairness Among CCA STAs and Legacy STAs

HEW should be backward compatible, which means HEW should able to coexist
with legacy networks and STAs with a certain level of performance preservation of
the legacy network. However, with CCA enhancement implemented, HEW devices
may have great advantages over legacy devices, which causes severe fairness issues.
Consider a room where CCA-enhanced HEW and legacy WiFi network coexist
densely, and HEW STAs have higher CCATs than legacy STAs. Due to the CSMA
scheme, HEW STAs may have much higher transmission opportunity than legacy
STAs since they can transmit when legacy STAs are transmitting, but legacy STAs
cannot transmit when HEW STAs are transmitting since the wireless medium is
sensed to be busy. In [38], it shows that the throughput of legacy STAs is about only
2 kbps while HEW STAs have 14 Mbps. In [19], through a simulation in residential
scenario, it is shown that by changing CCAT from�82 to �62 dBm, the throughput
of HEW STAs increases by 36 %, but the throughput of legacy STAs reduces by
48 %.

In [20], the reasons for the fairness issues are explained, and solutions are
proposed accordingly. The first reason is that if a CCA-enabled transmission
happens during the TXOP of the legacy device, the successive legacy transmission
will be delayed until the end of the TXOP of CCA-enabled devices. To address
this problem, the TXOP of CCA-enabled devices can be reduced such that the two
TXOPs end at the same time. Another fairness issue is that if the CCA-enabled
devices transmit in the middle of legacy devices’ TXOP, collisions at legacy STAs
may be caused, resulting higher power consumption due to retransmissions and
reduced throughput. This issue can be addressed by carefully adjusting the transmit
power of HEW devices. In [14], a joint TPC and DSC scheme is proposed to
enhance the fairness between HEW and legacy devices. The TPC schemes will be
discussed in detail in the following part.
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4.2 CCA with TPC

TPC schemes can also be used to enhance the spatial reuse in HEW. By properly
adjusting the transmit power, the interference among nearby APs and STAs can
be mitigated, collisions can be reduced, and more transmission opportunities will
arise. In [37], a joint channel allocation and power control algorithm is proposed
to adjust the transmit power of APs to minimize the coverage overlap among
neighboring BSSs. First, channels are allocated to APs such that neighboring APs
have large channel spacing. Then, the transmit power of APs is adapted to STAs’
distance to the AP, in order to keep the SINR at STAs a constant. A minimum
transmit power is set to keep the AP-STA link from breaking. Simulation results
show that the proposed scheme can guarantee a 20 Mbps throughput even when
the network density is high (200 APs in the simulated area), while with random
channel allocation the throughput is only around 12 Mbps. In addition, interference
can also be reduced by more than three times. In [34], a TPC scheme called
distributed spatial reuse is devised for each STA to transmit at an exact power in
order to minimize the interference and maximize the communication pair. A greedy
maximum independent set algorithm is designed to select maximum number of non-
interfering communication pair. Through evaluation, it is shown that the proposed
scheme can improve the performance of both throughput and delay.

CCA schemes can reduce the coverage of BSSs, and increase concurrent
transmission, but have the fairness issue with legacy networks. TPC schemes can
decrease the interference among STAs, and control the SINR as required. However,
TPC is not effective enough to reduce the coverage and increase the spatial reuse.
Therefore, a combination of the two schemes is envisioned to increase the spatial
reuse and guarantee the fairness to legacy networks at the same time. In [39], the
relation between CCAT, transmit power, and data rate is theoretically analyzed, and
based on the results, a distributed joint tuning scheme is proposed to enhance the
spatial reuse and guarantee the fairness. The maximum achievable data rate is first
estimated based on the RSSI of received AP frame. Then, the transmit power is
reduced to save power and reduce interference, and CCAT is increased to improve
spatial reuse accordingly. Simulation results show that the aggregate throughput
increases from 27 to 55 Mbps by employing the proposed scheme. In [14], a joint
CCA and TPC scheme is proposed in which the receiver requests the transmitter to
transmit at power equal to CCAT plus margin. In this way, HEW STAs can have
higher throughput according to higher CCAT, while legacy STAs have the RSSI of
margin value, which guarantees the SINR (and data rate) to a certain level.

5 Conclusion

In summary, the next-generation WLAN can employ advanced PHY and MAC
schemes to better utilize the spectrum resource, increase the network throughput,
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while enhance the per-user throughput to satisfy the varying QoS requirements.
WLAN will continue to be one of the most popular access technologies, providing
high data rate, low price, and more reliable services to mobile users.
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Shaping 5G for the Tactile Internet

Adnan Aijaz, Meryem Simsek, Mischa Dohler, and Gerhard Fettweis

Abstract The Tactile Internet is envisioned to transport touch and actuation
in real-time. It will enable unprecedented applications and revolutionize almost
every segment of the society. It is expected that the next generation 5G mobile
communications networks will enable the Tactile Internet at the wireless edge.
The tactile internet creates daunting new requirements for 5G network design. This
chapter focuses on the key technological concepts which lay at the intersection of 5G
and the Tactile Internet. The chapter outlines the key application areas of the Tactile
Internet. This is followed by an end-to-end architecture of the Tactile Internet. The
chapter also presents the key technical requirements of the Tactile Internet along
with some potential solutions to meet these requirements. Such solutions revolve
around protocol-level and system-level innovations.

1 Introduction

The Internet is unarguably the most important invention of the twentieth century.
What originally started as a network of a handful of nodes, went on to define
the economies of the late twentieth century. The wireless revolution in general
and the unprecedented development of mobile/cellular technologies in particular,
has totally transformed the way we perceive the Internet today by creating what
could be termed as the Mobile Internet. The focus of mobile communications is
now moving towards providing ubiquitous connectivity for machines and devices
which will enable the Internet-of-Things. In a natural evolution to these Inter-
net embodiments, the notion of Tactile Internet [1, 2] is emerging, in which
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ultra-reliable, ultra-responsible, and sufficiently intelligent network connectivity
will enable the delivery of real-time control and physical haptic experience,
remotely. Unlike the conventional Internet, which provides the medium for voice
and data communications, the Tactile Internet will provide the ability to transport
touch and actuation through the Internet in real-time. Currently, the conventional
Internet and its different embodiments are widely used for delivery content services
(voice telephony, text messaging, file sharing, etc.). The Tactile Internet will provide
a true paradigm shift from content delivery to remote skill-set delivery, and thereby
revolutionize almost every segment of the society. Recently, standardization efforts
for the Tactile Internet have started to emerge within IEEE and ETSI. State-of-the-
art fourth generation (4G) mobile communications networks do not largely fulfil the
technical requirements of the Tactile Internet. Therefore, it is expected that the fifth
generation (5G) mobile communications networks will underpin the Tactile Internet
at the wireless edge.

5G networks are expected to be commercially deployed by 2020. An early
assessment of 5G scenarios and requirements has been carried out in the flagship
EU METIS project [17] and more recently by the telecommunications industry
alliance NGMN [18]. With Tactile Internet, daunting new requirements for 5G arise.
Meeting such requirements will require revolutionary approaches to 5G network
design.

Research efforts for both 5G and the Tactile Internet are in infancy. The main
focus of this chapter is thus the intersection of 5G and Tactile Internet. To this
end, this chapter is organized as follows. In Sect. 2 we provide a brief overview
of 5G networks. In Sect. 3 we outline some of the key application areas of the
Tactile Internet. Section 4 covers the end-to-end architecture for the Tactile Internet.
In Sect. 5 we outline the key technical requirements for the Tactile Internet from
a networking perspective. Section 6 discusses some potential solutions for 5G
networks in realizing the Tactile Internet. Finally, the chapter is concluded in Sect. 7.

2 5G: A Brief Overview

The fifth generation (5G) of mobile communication networks has attracted a lot
of attention from industry, research centers, and academia. 5G is expected to
enable a fully mobile and connected society and to empower socio-economic
transformations and to fulfill the wireless communication requirements for 2020 and
beyond. The demands of a fully mobile and connected society are characterized by
the tremendous growth in connectivity and density/volume of traffic, the required
multi-layer densification in enabling this, and the broad range of use cases and
business models expected. Overall there is a common understanding that 5G
should not only support an evolution of traditional mobile communication services,
such as personal mobile multimedia communication or personal mobile broadband
services; 5G should in addition address novel use cases and connect a massive
number of devices to the Internet of Things. The addressed novel use cases for
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5G include machine-type communication in fields like, e.g. smart grids, vehicular
communication and intelligent transport systems. These use cases have stringent
requirements which were not in the focus of former mobile network generations.
Hence, 5G is expected to cope with massive and stringent requirements in terms
of throughput, ultra-low latency, ultra-high reliability, higher connectivity density,
security and privacy, and higher mobility range when and where needed [4]. Hence,
5G will operate in a highly heterogeneous environment with a mix of various
requirements for different use cases. This leads to the need to rethink the overall
system architecture for 5G to enable flexibility for optimized network usage. The
5G architecture should include modular network functions which can be deployed
and scaled on demand. The broad range of targeted 5G capabilities, i.e. stringent
requirements and flexible, highly reactive network architecture, will make 5G an
important enabler for the Tactile Internet—when humans will wirelessly control
real and virtual objects in real-time—but not before we overcome enormous system
design challenges.

3 Key Tactile Internet Applications

The Tactile Internet opens whole new areas of technology to the Internet, based on
very low end-to-end latency. It enables control of real and virtual objects and adds a
new dimension to human-machine interaction in real-time through the conveyance
of the perception of touch through communication. The Tactile Internet has been
described as a communication infrastructure combining low latency, very short
transit time, high availability and high reliability with a high level of security [9].
Associated with cloud computing proximity through e.g. mobile edge-clouds and
combined with the virtual or augmented reality for sensory and haptic controls, the
Tactile Internet addresses areas with reaction times in the order of a millisecond.
This enables the Tactile Internet to encompass mission critical applications (e.g.,
manufacturing, transportation, and healthcare), as well as non-critical applications
(e.g., edutainment and events).

3.1 Manufacturing

Around the world, traditional manufacturing industry is over to be revolutionized by
a digital transformation that is accelerated by exponentially growing technologies,
e.g. intelligent robots, sensors etc. The widespread adoption by manufacturing
industry around the framework of information and communication technology is
now paving the way for distributive approaches to development, production, and the
entire logistics chain.

Industrial countries have already witnessed three industrial revolutions, which
could also be described as disruptive leaps in industrial processes resulting in
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significantly higher productivity [10]. In the first industrial revolution (starting
in the 1780s), mechanical production facilities with the help of water and steam
power was introduced. The second industrial revolution started in the 1870s and
enabled the introduction of division of labor and mass production with the help of
electrical energy. The use of electronic and Information Technology (IT) systems
further automated the production in the third industrial revolution together with
the first programmable logic controller in 1969. The upcoming fourth industrial
revolution (industry 4.0) is based on real-time enabled cyber-physical systems
and comes with key changes in manufacturing, engineering, material usage and
supply chain and life cycle management, i.e. leading to flexible and self-organized
smart factories. With increased agility and flexibility in the production process,
industry 4.0 will enable to individualize any product and allow to react faster on
changing market requirements. Cyber-physical systems in industry 4.0 comprise
smart machines, storage systems and productions facilities capable of autonomously
exchanging (wirelessly) information, triggering actions and controlling each other
independently.

Industry 4.0 will naturally come together will some challenges. The services
and applications provided by cyber-physical system platforms will connect people,
objects, and systems to each other. This possesses novel requirements on safety,
security, and reliability for everything from sensors to user interfaces in real-time
[11]. Among other issues, this will involve addressing the challenges posed by the
wide range of different data sources and devices. Identified critical system param-
eters in smart factories are latency (and jitter), safety, and energy consumption.
Latency requirements of machines are in the range of several milliseconds, the
sensitivity of rapidly moving devices’ control circuits is significantly below 1 ms
per sensor, while subsystems rely on a latency of several micro seconds. Hence,
smart factories together with automation in industry is a key application field in the
Tactile Internet.

3.2 Autonomous Transportation

Technological advancements are creating a continuum between conventional, fully
human-driven vehicles and autonomous vehicles, which partially or fully drive
themselves. Autonomous vehicle technology with self-driving features will revo-
lutionize the driving experience, and consumers will need time to learn how to
use and manage the new features. In partially self-driving vehicles, automobiles are
set-up with certain features such as self-parking, emergency braking, and adaptive
cruise control and are already reality in selected applications that feature controlled
environments, such as mining and farming. One of the next steps in autonomous
vehicles with partially self-driving capabilities will be most-likely on-highway
trucks as the first vehicles to feature the autonomous driving technology on public
roads.
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Fully self-driving cars, on the other hand, are also no longer a futuristic idea.
Various companies have already released self-driving features that give the car the
ability to drive itself. Compared to partially self-driving cars, fully self-driving
cars’ steering wheel will no longer exist. The vehicles will drive by themselves by
using the same system of sensors, radar and GPS mapping that partially self-driving
vehicles employ. Besides self-evident benefits, such as easier parking, significantly
reduced (zero in the optimal case) accident rates, one of the key profits of self-
driving cars is time saving. Autonomous car drivers will be able to spend travelling
time working, relaxing, or accessing entertainment/digital media on the road which
will have a big economic impact. However, these benefits come at the cost of
supplementary challenges requiring significant improvement in communication
technologies and hardware for the sensor domain, to get a reliable environment
model, and for the connectivity domain, to obtain information from other cars and
the infrastructure.

To facilitate fully self-driving capabilities, recent advancement in 5G wireless
communication technologies and automobiles have enabled the evolution of Intelli-
gent Transport System (ITS) to wirelessly connected and communicating vehicles.
ITS addresses various vehicular traffic issues like traffic congestion, information
dissemination, accident avoidance etc. Vehicular Ad-hoc NETwork (VANET), in
particular, which is a distinctive class of Mobile ad-hoc Network (MANET), is an
integral component of ITS. Hereby, wireless communication technologies play a
vital role in supporting both Vehicle to Vehicle (V2V) and Vehicle to Infrastructure
(V2I) communication in VANET. Typically, a VANET consists of four major com-
ponents namely: Vehicles, (GPS enabled) Devices/Sensors, road-side info-stations
and Traffic Management Centre (TMC) [14, 15]. These components communicate
using wireless communication standards/protocols that regulate the various aspects
of communication such as data transmission range and rate, latency and security.

Enabling real-time communication and enhanced security, a considerable and
sustainable reduction of road accidents and traffic jams can be realized by fully
autonomous driving. The time needed for collision avoidance in today’s applications
for vehicle safety is below 10 ms [12]. In case of a bidirectional data exchange for
automatic driving manoeuvres, a latency in the order of a millisecond will likely be
needed [13]. This can technically be realized by the Tactile Internet and its 1 ms end-
to-end latency. Fully autonomous driving is expected to change the traffic behavior
entirely. Especially small distances between automated vehicles, in particular in
platoons, potentially safety critical situations need to be detected earlier than with
human drivers. This requires ultra-high reliable and proactive/predictive behavior in
future wireless communication systems.

3.3 e-Health

Information Technology (IT) is a key in the field of e-health. Most of the technolog-
ical advancement in wireless networking has been applied to advance healthcare
services. E-health and health care services are information based and, hence, a
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better utilization of information can make health services more incorporated to
enhance the patient safety. Consequently, wireless standards and IT need to be
further improved to provide efficient, reliable, and robust real-time health services
in tele-diagnosis, tele-surgery and tele-rehabilitation (i.e. tele-medicine). In [16], the
impact of latency on a sergeant’s precision in a robotic-assisted remote telepresence
surgery has been examined. It has been shown that a non-real-time system leads to
errors in the sergeant’s behavior.

Tele-medicine uses (wireless) communication and information technology to
overcome geographic distances, and increase access to health care services. This
is particularly beneficial for emergency situations, long distances between patient
and sergeant, and for rural and underserved communities in developing countries
suffering from absence of access to health care.

Using advanced tele-diagnostic tools, medical expertise could be available
anywhere and anytime regardless of the physician’s location. Hereby, a tele-robot
at the patient’s location will be controlled by the physician, so that not only audio
and/or visual information but also haptic feedback is provided. The same technical
principle is applied to tele-surgery applications.

E-health comes together with stringent requirements on the reliability of wireless
connection. Especially in tele-surgery and tele-diagnostic, reliability is of particular
importance. Unreliable connectivity can lead to delayed imaging, so that poor image
resolution may limit the efficacy of the sergeant’s remote handling. In addition, an
accurate tele-medical treatment can only be realized with haptic feedback which in
turn is possible if the (physician/) human-to-machine interaction can be facilitated
in real-time. This requires a deterministic real-time behavior which is not supported
by recent communication systems. An end-to-end latency of a few milliseconds
together with ultra-high reliability in wireless link connection and data transmission
is required in e-health which can be realized by the Tactile Internet.

3.4 Edutainment and Gaming

Edutainment is a combined word of education and entertainment and describes edu-
cational content with entertainment value. Teaching of exacting manual operation
demanding fine-motor skills in a verbal or classical way is challenging and require
permanent repetitions and corrections by the teacher. The Tactile Internet promises
a completely new way of educations based on the haptic interaction of teachers
and students, i.e. while a student performs a manual operation (on a virtual or real
object), the teacher can follow him and correct him in case of failures remotely. To
realize this in a timely synchronous manner, an identical multi-modal, i.e. visual,
auditory, and haptic human-machine-interface, which operates on an extremely low
end-to-end latency, is essential. This can be applied to medical students during their
first surgeries or to students learning to play a musical instrument. Furthermore, the
Tactile Internet will enable the distributed interactive playing of music, e.g. joint
practicing of band members. This is with today’s technologies not possible due to
the high end-to-end latency.
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Serious gaming, on the other hand, are real-world simulations designed for the
purpose of solving a problem. The end-to-end latency in the interaction between
players and games is a key factor influencing the quality of players’ experience and
the game’s usability, since the delay influences directly the perceived realism of the
game. Other key requirements in gaming are the synchronicity and extremely low
delays in multi-player games. If this is not achieved, each player will experience a
different status of the game and a so-called lag, which leads in the worst case to
unfairness among players.

3.5 Further Application Areas

Other Tactile Internet applications are for example virtual and augmented reality.
The virtual reality is a shared, haptic virtual environment in which several users
are physically coupled via a simulation tool to jointly/collaboratively perform tasks
by perceiving the objects not only audio-visually but also via the touch sense.
In augmented reality, on the other hand, the combination of real and computer
generated content is visualized in the user’s field of view. The major goal of
future augmented reality applications, compared to today’s static information
augmentation, is the visualization of dynamic content and up-to-date information.
Haptic feedback in virtual reality is a prerequisite for high-fidelity interaction.
Especially, the perception of objects in virtual reality via the sense of touch leads to
various applications relying on high level of precision. This precision can only be
realized if the latency between the users and the virtual reality is a few milliseconds.
The augmentation of additional information into a user’s field of view enables
the development of many assistance systems, e.g. maintenance, driver-assistance
systems, education. With the Tactile Internet the content in augmented reality can
be moved from static to dynamic. This enables a real-time virtual extension of a
user’s field of view, so that possible dangerous events can be identified and avoided.

Unmanned autonomous or remotely controlled systems are increasingly used in
a large number of contexts to support humans in dangerous and difficult-to-reach
environments, remotely controlled by humans, or for tasks that are too tedious or
repetitive for humans. The remote control of an unmanned aircraft, for example,
can be realized with high precision and without any reaction delay with a reduced
end-to-end latency as a Tactile Internet application.

Besides these applications, efficient and reliable smart grids together with electro
mobility, smart metering, and the automation of energy distribution and cloud
computing (especially mobile edge clouds) are some other applications that can
significantly benefit from the availability of the Tactile Internet.
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4 End-to-End Architecture for the Tactile Internet

Unlike the conventional Internet which provides the medium for audio and visual
transport, the Tactile Internet is envisioned to provide the medium for transporting
touch, actuation, and control in real-time. The Tactile Internet will enable haptic
communications [3] as one of the primary applications. The exchange of haptic
information generally closes a global control loop with strict latency constraints
due to the presence of haptic feedback. In the absence of haptic feedback, there
is conventional audio/visual feedback only and no notion of a control loop is
involved. Another key application of the Tactile Internet will be networked control
systems, wherein sensors and actuators are connected and highly dynamic processes
are controlled. The control and feedback signals are exchanged in the form of
information packets through the network, closing a global control loop and leading
to strict latency constraints. Unlike haptic communications, the human element is
not involved in case of networked control systems.

As shown in Fig. 1, the end-to-end architecture for the Tactile Internet can be
split into three distinct domains: a master/controller domain, a network domain, and
a slave/controlled domain. In case of haptic communications and remote operation,
the master domain consists of a human (operator) and human system interface
(HSI). The HSI (usually a haptic device) converts the human input into a tactile
input through various coding techniques and allows a user to manipulate objects in
real and virtual environments. The master domain primarily controls the operation
of the remote domain as discussed later. The master domain also has provisioning
for audio and visual feedbacks which not only enable non-haptic control and remote
operation but also play a critical role in enhancing the perceptual performance. In
case of networked control systems, the master domain comprises a controller which
gives commands to the sensor and actuator system.

Fig. 1 An illustration of the end-to-end Tactile Internet architecture
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The slave domain consists of a teleoperator (controlled robot) in case of haptic
communications, which is directly controlled by the master domain through various
command signals. The teleoperator interacts with the remote environment and
usually sends a haptic feedback on the reverse path. Typically, no a priori knowledge
exists about the environment. In case of networked control systems, the slave
domain consists of a sensor and actuator system. The sensors measure the state
of the system whereas the actuators manipulate the system based on the commands
received from the controller.

The network domain provides the medium for communication between master
and slave domains. The Tactile Internet requires ultra-reliable and ultra-responsive
network connectivity that would enable typical reliabilities and latencies for real-
time control and remote operation. The underlying 5G-driven communication
architecture is expected to meet the key requirements in realizing the vision of the
Tactile Internet.

5 Networking Requirements for the Tactile Internet

The Tactile Internet will not be realized without overcoming an enormous set of
cross-disciplinary design challenges, in order to meet the underlying requirements.
Some of the most stringent design challenges for the Tactile Internet have been
recently presented in [2]. In the following, we highlight the key technical require-
ments, from a networking perspective, for realizing the Tactile Internet.

5.1 Ultra-Reliable Connectivity

The Tactile Internet is expected to service critical areas of the society, and therefore
requires ultra-reliable network connectivity. The term ultra-reliability is quantified
as seven nines reliability i.e., an outage probability of 10�7, which translates to
milliseconds of outage per day. Ultra-reliability is critical for keeping packet losses
to a minimum especially in error prone wireless environments. Packet losses results
in various types of artifacts for haptic communications that directly affect the
activity of the operator. Similarly, packet losses may destabilize a networked control
systems.

5.2 Ultra-Responsive Connectivity

Due to the real-time context, the Tactile Internet requires ultra-responsive network
connectivity on the order of single-digit ms, to achieve truly immersive steering
and control. For tactile application requiring no feedback, latency of up to 5 ms
is tolerable. However, in case of feedback, the latency requirement becomes much
more stringent; on the order of 1 ms.
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The end-to-end latency in a communication system includes the time spent in
processing and transmission of information at the transmitter end, propagation of
information to the receiver end, and re-transmission from the receiver end (including
processing and propagation time) in case of feedback. Considering the end-to-end
latency in a communication systems, the latency budget for air-interface is reduced
by an order of magnitude.

5.3 Edge-Intelligence

Edge-Intelligence would be critical in overcoming two critical challenges in real-
izing the Tactile Internet. The first challenge is how to overcome the physical
limitation arising due to the finite speed of light. This limits the range of tactile
actuation to approximately 150 km (assuming no transmission, processing, etc.).
The second challenge arises due to the fundamental nature of wireless channel. Even
if a communication infrastructure providing latency of 1 ms is realized, determin-
istic delay guarantees cannot be provided as the wireless channel is time-varying
in nature. Therefore, stability of control loop in case of haptic communications and
networked control systems cannot be guaranteed. To overcome these challenges,
the Tactile Internet must support a hybrid composition of machine and human
actuation mixing real tactile actuation with intelligence-based predictive actuation.
Such predictive actuation should be in close proximity of the tactile edge. Therefore,
the edge of the network (mobile edge cloud) must be equipped with intelligence to
facilitate predictive caching as well as interpolation/extrapolation of human actions.
This necessitates the development of novel artificial intelligence techniques for
edge-cloud architectures.

5.4 Security and Privacy

Security and privacy are become particularly important requirements for the Tactile
Internet as its application areas range from large-scale industrial systems to critical
infrastructures and services. Security becomes equally important for wireless
transmission and remotely operated entities. With stringent latency constraints,
security must be embedded in the physical transmission and ideally be of low
computational overhead. Novel coding techniques need to be developed for tactile
applications that allow only the legitimate receivers to process a secure message.
Absolute security will, hereby, be achieved if an illegitimate receiver cannot decode
the date even with infinite computational power. This rises a challenge, especially
in massive connectivity applications. Identification of legitimate receivers requires
novel, reliable and low-delay methods. One such method could be the usage of
hardware specific attributes such as biometric fingerprints.
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5.5 Codecs Family

The Tactile Internet must handle the tactile information in the same way as the
conventional audio/visual information. Hence, a standard codecs family, similar to
the state-of-the-art audio (ITU-TH.264) and video (ISO/IEC MPEG-4) codecs is
needed, which facilitate transmission of tactile data over packet-switched networks.
Such a codec family would be a key enabler for scalability at the network edge and
universal uptake.

6 Network Design for 5G-Enabled Tactile Internet

The Tactile Internet creates daunting new requirements for 5G networks. Such
requirements can be met through advances in Physical layer techniques, novel
approaches to legacy wireless access and radio resource management protocols,
and innovative architectural designs. In the following, we discuss some potential
solutions to meet the technical requirements for realizing the Tactile Internet.

6.1 Network Slicing

5G networks will support a range of use cases, spanning different vertical industries,
not all of which share the same service requirements as the Tactile Internet. There-
fore, one of the most important challenges lying at the intersection of 5G and the
Tactile Internet is how one network, based on a common physical infrastructure, can
be efficiently shared among different vertical applications. The research community
has a general consensus that 5G networks must be designed in a flexible manner to
cater for the service requirements of different vertical applications. Such flexibility
is possible through network slicing [5], which will be indispensable for 5G network
design. A network slice can be defined as a connectivity service, based on various
customizable logical network (and associated device) functions, supporting the
requirements of a particular use case. The basic idea behind network slicing is
to create multiple logical networks over a common physical infrastructure, with
each network tailored to the specific needs of a use case. Such envisioned network
slicing would be possible through network function virtualization (NFV) [6] and
software-defined networking (SDN) [7] paradigms. NFV provides the separation of
network functions from the hardware infrastructure which can managed as software
module in any standard cloud-computing infrastructure. SDN decouples control
and data planes and enables direct programmability of network control through
software-based controllers. Therefore, the end-to-end 5G network architecture must
be designed to facilitate flexible network slicing.
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6.2 Physical Layer

Given its attractive features, orthogonal frequency division multiple access (OFDM)
is the primary Physical layer candidate for 5G networks. To overcome some of the
weaknesses of OFDM, several variants have been proposed recently such as filter
bank multi-carrier (FBMC) [FBMC], generalized frequency division multiplexing
(GFDM) [GFDM], bi-orthogonal OFDM (BFDM) [BFDM], etc. It should be noted
that OFDM, with its current adaptation for legacy 4G networks is not suitable
for tactile applications. An end-to-end latency constraint of 1 ms pushes one-way
air-interface transmission budget to approximately 100 �s. However, OFDM sym-
bol duration in LTE/LTE-A is approximately 70 �s. One way to meeting this
transmission budget is to change the underlying OFDM numerology in terms of
symbol duration, sub-carrier spacing, FFT block size, cyclic prefix etc. Given the
increasingly software nature of radios, it can be easily expected that OFDM would
be implemented in a tunable manner to cater for requirements of different use cases.

In addition to waveform design issues, novel enhancements are required at
the Physical layer for meeting the stringent Tactile Internet requirements. These
include enabling high levels of diversity (for reliable signal detection and decoding),
implementing fast channel estimation/equalization techniques, and using faster
decoding mechanisms.

6.3 Protocol Stack Optimizations

The stringent requirements of the Tactile Internet require a revisit of legacy wireless
access protocols. In order to reduce air-interface latency, optimizations are needed
for both control and data planes. For example, to ensure the stability of closed-loop
tactile applications, the base station must support a fast connection re-establishment
feature at the radio link layer so that any ongoing tactile session is transparent to
radio link failures. From a medium access control (MAC) layer perspective, the
transmission time interval (TTI) needs to be reduced in order to achieve end-to-end
latency on the order of 1 ms. Such reduction of TTI would be possible through
spectrum aggregation techniques. To achieve the required levels of reliability,
diversity becomes critically important. However, diversity must be embedded in
frequency and spatial domains considering its enhanced latency if applied in the
time domain. Hence, link-level techniques like hybrid ARQ (HARQ) must be
replaced with suitable equivalents in frequency or spatial domains. Improving
wireless connectivity to the required level for tactile applications is not an invincible
task. By exploiting frequency diversity over multiple uncorrelated links, required
reliability level can be approached.
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6.4 Radio Resource Management

Radio resource management is a key functionality of cellular networks. It has a
direct impact on QoS of a user and performance of higher layers. With the introduc-
tion of tactile applications into the 5G ecosystem, resource management becomes
particularly challenging as available resources are shared with other human-to-
human (H2H) and machine-to-machine (M2M) applications having different and
often conflicting service requirements. Due to stringent service requirements radio
resource must be allocated on priority for tactile applications without any external
competition. In this context, slicing of radio resources (within broader context of
network slicing) becomes particularly attractive. A separate slice of radio resources
can be allocated to tactile applications which remains dedicated for any ongoing
operation. Such radio resource slicing would be achieved through virtualization of
radio resources. In this context, a flexible radio resource slicing strategy is desirable
for 5G networks which not only maximizes the utility of various applications, but
also maintains high utilization of the overall radio resource pool. Another benefit
of such radio resource slicing is the application specific customization of radio
resources within the allocated slice. Such customization of radio resources for haptic
communications has been recently investigated in [8].

6.5 Core Networking

The key functionalities of the 5G core network relevant to the Tactile Internet
include dynamic application-aware QoS provisioning, edge-cloud access, and
security. Overall, a thin core network is desirable with substantial decrease in the
protocol overhead. Core network thinning would be achieved through its functional
decomposition and moving some of the functionalities to the access network. This
will reduce the number of nodes in the data path and hence reduce the end-to-end
latency. Functional decomposition is a method to separate out tightly coupled sub-
functions of a network entity and can be achieved in either horizontal or vertical
manner. The software-defined networking (SDN) paradigm is particularly attractive
for the 5G core networking. It will introduce the required programmability and
hence the flexibility for such functional decomposition through which data flows
can be tailored according to the requirements of different applications.

The existing IP security functionalities are sufficient for providing the required
security in the Tactile Internet. However, the placement of IP security far from the
tactile edges increases end-to-end latency. Hence, novel approaches are needed to
provide adequate security for tactile applications with minimal delays.

Finally, latency in the core Internet must be reduced, which is currently variable
and largely dictated by queuing delays and geographic routing policies.
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7 Concluding Remarks

The Tactile Internet is expected to have a massive impact on business and society. It
will revolutionize almost every segment of the society by enabling wireless control
and remote operation in a range of scenarios. It will create new opportunities for
vendors, operators, content providers, and other members of the service chain.

The next generation (5G) mobile communications networks will play an impor-
tant role in realizing the Tactile Internet. Research for both 5G networks and Tactile
Internet is at a nascent stage. This chapter investigated the interesting area of 5G and
Tactile Internet intersection. After introducing exciting Tactile Internet applications,
key requirements for the Tactile Internet, from a networking perspective, have been
identified. The chapter covered several technical issues and challenges in shaping
5G networks for realizing the vision of the Tactile Internet. The most important
challenge would be to ensure tight and scalable integration of various technological
solutions into a single network.
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