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Recently, Content Delivery Networks (CDN) have become more and more popular. The technology itself
is ahead of academic research in this area. Several dimensions of the technology have not been adequately
investigated by academia. These dimensions include outline management, security, and standardization. Dis-
covering and highlighting aspects of this technology that may have or have not been covered by academic
research is the first step toward helping academia bridge the gap with industry or even go one step further to
lead industry in the right direction. This suggests a comprehensive survey on research works in this regard.
The literature in this area has already come up with some surveys and taxonomies, but some of them are out-
dated or do not cover every aspect of CDN while others fail to detect existing trends or to develop a holistic
roadmap for research on the technology. Furthermore, none of the existing surveys aim at enlightening the
dark aspects of the technology that have not been subject to academic research. In this survey, we first extract
the lifecycle of a CDN as suggested by the existing research. Then, we investigate previous relevant works
on each phase of the lifecycle to clarify where the research is currently located and headed. We show how
CDN technology tends to converge with emerging paradigms such as cloud computing, edge computing, and
machine learning, which are more mature in terms of academic research. This helps us determine the right
direction for further research by revealing the deficiencies in existing works.
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1 INTRODUCTION AND BASIC CONCEPTS

The increasing number of Internet users and their growing demand for low-latency content de-
livery has led to the emergence of Content Delivery Networks (CDN). The idea behind CDN is to
place the actual responding server as close as possible to the user. This idea is realized using a hi-
erarchy of surrogate servers and cache servers provided by the content provider in which the last
level is usually located at the edge of the user network. Figure 1 shows a generalized architecture
for a CDN. A legend in the down right corner of Figure 1 shows the symbol by which we represent
this architecture for further reference.

In the CDN shown in Figure 1, a hierarchy of servers contribute to the delivery of content. The
content servers are mirrored by several interconnected surrogate servers distributed around the
Internet. Frequently accessed content items in each local network are cached from the nearest sur-
rogate server into the local edge nodes to improve the access time and quality of service. Different
surrogate servers and edge caches can be installed and run by different parties.

When a request for content is issued by a user, the request is routed to the closest cache and
the cache is responsible for providing the content. If the content does not reside in cache storage,
then an attempt will be made at fetching it from other caches in the same hierarchy level. If a
miss occurs again, then the query will be forwarded to the higher hierarchy level where the same
procedure is followed. The content caching provided by the CDN reduces the traffic both in the
Internet and in the local operator network. Figure 2 shows how the traffic is reduced via the change
in the information flow.

There are a variety of techniques that take different approaches to reducing the traffic passing
through the Internet. For example, compression [187] and predictive coding [46] try to reduce
the traffic caused by each transmission of content. As another example, the principal idea behind
coded caching is serving different demands issued by different clients via single content transmis-
sion [23]. But as shown in Figure 2, CDN tries to reduce the traffic by reducing the number of
transmissions of a single content. In the absence of CDN, different requests for a single content
item are served by different copies of the item. These replica are transmitted via the Internet and
unnecessarily engage the bandwidth of the links as well as the resources of the intermediate nodes.
But in the presence of CDN, a single copy can move through the network to respond to several
requests. This reduces the traffic in the Internet backbone and the intermediate nodes.

The application of CDN is not confined to static content delivery. They are used in dynamic
content delivery (which requires mutual interaction with the user) and e-commerce transactions
as well. They are not used only in Business-to-Business (B2B) interactions between the content
owners and content providers. They are finding their applications in Business-to-Consumer (B2C)
business models as access providers [35, 167] and telecommunications operators [82, 161] are more
prevalently adopting this technology. Moreover, content providers tend to make use of client re-
sources in the context of Consumer-to-Business (C2B) interactions. Furthermore, they can provide
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Fig. 1. A typical architecture for current CDN.

Fig. 2. Information flow with and without CDN.
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Fig. 3. The current lifecycle of a CDN.

some by-products. For example, since CDN have access to contents used by a spectrum of users,
they can be used for collecting valuable behavioral information regarding users.

The CDN market is predicted to grow over 30 billion USD by 2022 [2]. The demand of such
a huge market has pressurized the industry into implementing and deploying numerous CDN in
different scales around the world. For example, Akamai CDN is handling 20% to 30% of the entire
Web traffic [1]. As another example, Amazon Cloudfront is maintaining over 100 edge locations
all around the world. One can mention smaller CDN as well such as BelugaCDN with 28 points
of presents worldwide. Moreover, a spectrum of services such as vehicle monitoring [173], drone
and Unmanned Aerial Vehicle (UAV) monitoring [12, 107], smart health [33], smart cities [32],
and e-learning [109] are being provided over CDN. But, the advances in this are not sufficiently
supported by academic research in several aspects due to the lack of adequate time. Although there
has been some effort toward building prototype CDN in academia [61, 72, 97, 98], still various facets
of the technology need to be investigated to make it mature. This creates a need for a survey on
CDN related research reports that distinguishes covered and uncovered dimensions and makes it
possible to decide further research outlines. In this article, we try to fulfill this need that cannot
be fulfilled by a survey on CDN like the existing ones. To the best of our knowledge, there is no
recent similar survey in this area.

Putting the state-of-the-art research topics in the area of CDN in a chronological order and
comparing the result to typical Information Technology (IT) product lifecycles, we will reach at a
seminal lifecycle for CDN as shown in Figure 3. We adopt the lifecycle in Figure 3 as the existing
lifecycle for CDN. Detailed investigation of current research topics related to CDN highlights some
missing phases and sub-cycles in the overall lifecycle as well as the missing research topics in each
individual phase. This enlightens part of the roadmap for future research in this area. The next
thing that helps us further develop the future research roadmap by shedding light on the future of
the technology is the impact of emerging paradigms such as edge computing and machine learning.

A study on existing and emerging research trends of CDN facilitates a comparison between
where the research is currently headed and where it should really be headed. We outline the re-
search trends that are expected to receive more focus down the road. We distinguish between
existing and emerging trends. Existing trends are those that have already been remarkably inves-
tigated. Emerging trends might not have been subject to a lot of research in the past, but there are
logical reasons to anticipate them to turn to trends in the near future.

The following features make this survey different from previous surveys or reviews related to
CDN.

• In this article, we do not present a classification or taxonomy of CDN. Instead, we classify
the reported research works regarding CDN.

• We do not present case studies.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



Content Delivery Networks: State of the Art, Trends, and Future Roadmap 34:5

• The lifecycle and the trends presented in this article are not inspired by best practices or
industrial de factos. Rather, they are big pictures made by putting research titles together.

• We do not concentrate on the business-related aspects such as provider or commercial prod-
ucts.

The rest of this article is organized as follows. Section 2 mentions previously published surveys,
taxonomies, and similar works related to CDN and highlights their shortcomings to clarify our
motivations to this survey. Section 3 studies the state of the art. Section 4 discusses the existing
and emerging trends. Section 5 examines the deficiencies in the state of the art as well as current
trends to outline the proper direction for further research in this area. Section 6 concludes the
article and suggests topics for continuing our work.

2 THE NECESSITY OF A SURVEY ON RESEARCH IN CDN

Reviewing CDN and related topics has already been considered by several researchers. In this
section, we study previous surveys and highlight the missing points in them that are covered by
this survey.

2.1 Existing Surveys and Their Orientations

The dynamic data delivery over CDN was considered in Reference [148] where the authors iden-
tified and classified some challenges in this area and also provided a categorization of existing
streaming CDN.

In References [39] a survey was made only on CDN providers. A very seminal classification of
CDN was presented in this research. Another brief seminal survey on the approaches to imple-
menting CDN was presented in Reference [41].

The authors of Reference [127] focused on replica server placement algorithms in CDN. They
mentioned cost minimization and Quality of Service (QoS) assurance as the main objectives of
replica server placement and argued that these objectives are becoming more complex and more
significant with the emergence of new paradigms such as cloud. They outlined the requirements
of a replica server placement algorithm. Moreover, they categorized existing algorithms and com-
pared them against each other according to the mentioned requirements.

A survey on content placement algorithms in cloud-based CDN was presented in Reference
[129], where they also investigated different design issues, practical implications, and related re-
search challenges.

An attempt was made in Reference [9] to characterize the advantages and disadvantages of
peer-assisted CDN by presenting a systematic taxonomy of these CDN as well as highlighting the
related challenges. The authors in this report tried to predict some future trends in this area.

The authors of Reference [163] focused on open challenges in cloud-based CDN. They men-
tioned some advantages to cloud-based CDN including pay-as-you-go, increased number of points-
of-presence, interoperability, and support for a wider variety of applications. Moreover, they clas-
sified the issues and challenges arose by cloud-based CDN and investigated the existing solutions.
They examined the architecture and services of cloud-based CDN and studied some existing sam-
ples.

The evolution of CDN and the state of the art (at the time of publication) were studied in Refer-
ence [114]. The authors studied different technological aspects of CDN. They highlighted existing
trends and presented some guidelines for future research in this area.

A taxonomy of CDN was presented in Reference [114] and Reference [115]. In these reports,
the authors studied the evolution of CDN and presented a layered CDN architecture suggested
by related research. This report classified existing CDN into different classes in terms of four

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:6 B. Zolfaghari et al.

issues: (1) CDN composition, (2) content distribution and management, (3) request routing, and
(4) performance measurement. Moreover, a survey on existing commercial and academic CDN
was presented along with a mapping between the taxonomy and the existing CDN. Furthermore,
some outlines were suggested for further research.

The authors of Reference [158] argued that fast content delivery is an absolutely critical user
demand and referred to CDN as an improved variant of Web caching that fulfills this demand.
They divided the operation of a CDN into four phases: (1) caching the contents from the origin
content server by surrogate severs, (2) request routing to the surrogate servers, (3) distribution of
the requested contents from the origin server to the surrogate servers, and (4) providing accounting
information to the origin server via an accounting mechanism. They continued by discussing the
trends in each of the mentioned phases (at the time of the research). Furthermore, this research
introduced and compared some CDN providers.

In Reference [15], the main research areas in the field of CDN were studied. Among the areas
addressed in this research, we can refer to architecture design, caching and replica management
and request routing along with related measurement techniques. This is the closest existing survey
to our survey in this article, but it has is own deficiencies. For example, it is too outdated, and it
does not cover aspects such as the ecosystem and the lifecycle of a CDN. Moreover, it does not
highlight current research trends or provide outlines for future research.

2.2 Motivation

Some drawbacks in the mentioned surveys motivate us for this article. We refer to some of these
drawbacks in the following.

• After Reference [15] (published in 2003), no survey has focused on research in the area of
CDN.

• Some existing surveys are too outdated to be considered as proper references for an increas-
ingly complex technology such as CDN.

• Each of the existing surveys has focused on some aspects, applications, components, or
types of CDN. They have not covered the general concept of CDN.

• Some surveys have not presented any guidelines or directions for further research.
• Some works in this area have not studied even existing trends.
• In some surveys, the approach is quite different from our approach in this article. In this

article, we classify existing research on the basis of the lifecycle and the architecture of
CDN, while other surveys have taken different approaches.

Table 1 briefly compares existing surveys related to CDN. The first and the second columns in
Table 1 show the research report and its publication year, respectively. The third column distin-
guishes between review-type surveys and taxonomies. The fourth column indicates the business,
industrial, or academic orientation of the survey. The fifth column shows whether the classifica-
tions in the survey are based on lifecycle phases or not. In this column and the next ones, X and
O represent YES and NO, respectively. The sixth column shows whether the corresponding report
focuses on research in CDN or not. The seventh column contains a X if the corresponding survey
covers the general concept of CDN and a O otherwise. The eighth and the ninth columns indicate
the existence or the lack of current trends and future guidelines, respectively.

3 WHERE WE ARE: STATE OF THE ART

This section consists of five subsections, each of which discusses the previous research in one of
the CDN lifecycle phases introduced in Figure 3.
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Table 1. The Summary of Existing Surveys

Report Year Tax./Rev. Orientation Lif. Cyc. Res.
Covered Topics

Gen. Conc. Curr. Trends Fut. Guide

[148] 2018 Tax. Rev. Indust./Acad. O O O O O
[41] 2017 Rev. Acad. O O X O O
[127] 2017 Tax. Acad. O O O O O
[129] 2017 Rev. Acad. O O O O O
[9] 2017 Rev. Indust. O O O O X
[39] 2015 Rev. Bus. O O X O O
[163] 2015 Rev. Indust./Acad. O O O X O
[116] 2008 Rev. Acad. O O X X X
[115] 2008 Tax. Acad. O O X X O
[114] 2007 Tax. Rev. Indust./Acad. O O X O X
[158] 2003 Rev. Bus. O O X X X
[15] 2003 Tax. Bus. O X X O O

3.1 Design

In this article, design is considered as the first phase in a CDN’s lifecycle. Among the design-related
topics covered by academic research, one can refer to the following.

• Study of Design Considerations
• System Model Design
• Ecosystem Study and Development

3.1.1 Study of Design Considerations. The research works in this category can be further clas-
sified under three separate topics as explained below.

Design Issues, Challenges, and Principles. To the best of our knowledge, there is no comprehen-
sive research aiming at the identification of general CDN design principles, challenges, and issues.
However, there are some reports focusing on some special cases. The authors in Reference [139]
mentioned some features specific to CDN owned by mobile phone operators. In their discussion,
these features suggest some specific design principles for this kind of content delivery networks.
Issues and challenges faced while augmenting a CDN to support some extra content-related oper-
ations such as content generation and modification were addressed in Reference [118].

Design Objectives and Parameters. The previous studies highlight two major topics of interest
regarding CDN design parameters: improving parameters and examining the tradeoffs between
parameters. When it comes to improvement, one can highlight five major design parameters and
objectives addressed in the literature: performance, cost, scalability, security, and fault-tolerance.
But the only studied tradeoff is the classical tradeoff between cost and performance.

• Improving Design Parameters: The studies that focused on each of the mentioned design
parameters are reviewed in the following.
—Performance: There are some research reports that study the performance gain of CDN

compared with traditional media distribution over the Internet [91]. However, coding has
received a significant focus from researchers as a general approach to improving perfor-
mance in different types of CDN [184] and different services [185]. Moreover, there are
some specific coding-based performance improvement techniques to which we can refer.
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For example, multiple-description coding was studied in Reference [10] as an approach
to improve the performance of video streaming in CDN.

—Cost: The authors of Reference [128] argued that most researchers in the field of CDN
focus on content delivery latency and traffic as major measures for cost as they look at
cost from the user’s point of view. They emphasized bandwidth and storage as owner-side
cost measures. They presented an approach to exploiting generic optimization algorithms
to reduce storage costs.

—Scalability: Scalability can be considered as a better studied design objective compared
to performance and cost. Researchers have focused on improved load balancing and band-
width scheduling as well as hierarchical design as efficient techniques to make CDN more
scalable. Relevant studies in this area are discussed in the following.
* Traffic Load Balancing: A hierarchical load-aware scheme for content server selec-

tion was proposed in Reference [67]. A cost-based distributed load balancing strategy
was presented in Reference [134]. Even fuzzy-based methods have been considered for
this purpose [124].

* Resource Scheduling: A resource scheduling scheme for a three-tiered 5G-based het-
erogeneous CDN was studied in Reference [30] that meets the signal-to-noise require-
ments of 3G networks.

* Hierarchical Design: A hierarchical CDN architecture was considered in Reference
[51]. In this architecture, caches are located in both edge and core tiers of the network.
The authors in this report deemed currently existing content replication algorithms
too complex to be used in practice and especially in hierarchical CDN. They proposed
a clustered replication method that is claimed to be less complex and more suitable for
a hierarchical architecture.

—Security: CDN security is in fact a matter of both network and information security.
However, among several items of information and network security, only a few have
been partially addressed with regard to CDN so far. One can refer to ownership claiming,
intrusion detection, penetration testing, and privacy as some related items studied in this
area. Relevant research works are discussed in the following.
* Ownership Claiming: Resource claiming as well as copyright and content claiming

have previously been studied as two topics related to ownership claiming.
. Copyright and Content Claiming: In general, watermarking is a prevailing tech-

nique for content copyright protection. Watermarking in CDN was studied in the
context of H.264 streamed video in Reference [27].

. CDN Resource Claiming: A fine-grained framework has been introduced in the
literature that allows content generators to claim CDN resources [159].

* Intrusion Detection: Simultaneous incorporation of network and information in
CDN clearly suggests the existence of comprehensive intrusion detection schemes. But
there are hardly more than a few research works available in this regard. A related topic
is traffic anomaly detection studied in Reference [45].

* Penetration Testing: Penetration testing is another necessary requirement of net-
work/information security management frameworks. In the context of CDN, some re-
lated topics such as packet eavesdropping [60] and censorship evasion have been con-
sidered by researchers. Moreover, the authors in Reference [95] demonstrated how an
information-centric networked can be exploited to lunch a saboteur content delivery
network distributing malicious content and code.

* Privacy: Privacy is another obvious implication of CDN security. Among research re-
ports focusing on this topic, one can refer to Reference [36], which proposes the use
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Fig. 4. Research on design considerations.

of previously introduced multi-CDN [157] as an approach to improve privacy. The
authors of Reference [36] introduced an encrypted framework to keep curious CDN
providers from accessing user-requested contents in plaintext while searching and
caching them.

—Fault-Tolerance: Fault-tolerance in CDN has not been comprehensively studied by re-
searchers. There are only a few relevant works in this area, among which we can refer to
the framework presented in Reference [3]. This framework aims at reducing stall times
through controlling affecting parameters such as caching space and bandwidth allocation.
Another variant of this framework was presented later in Reference [4].

• Tradeoffs among Design Objectives and Parameters

—Cost-Performance Tradeoff: Some research works indirectly highlight the tradeoff be-
tween the performance and the cost. For example, a distributed load balancing algorithm
for CDN has been presented in Reference [134], which reduces the content migration
cost by bounding migration distance but sacrifices the performance in terms of queue
balancing. Further, a decision support system has been proposed in Reference [178] for
analyzing this kind of tradeoff.

Standardization. It seems that adequate effort has not been made in the standardization of CDN.
Among few research works in this regard, we may point out the one reported in Reference [97],
which is a feasibility study on standard SIP/RTSP-based CDN.

Figure 4 shows the classification of the works related to the study of design considerations.

3.1.2 System Model Design. The best covered topics related to system model design are as fol-
lows:

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:10 B. Zolfaghari et al.

• Architecture Design
• Components

The research reports related to each of the above topics are discussed below.

Architecture Design: An architecture for distributed CDN was proposed in Reference [102]. The
idea behind this architecture is making use of the resources of common Internet users instead
of uncommitted volunteer users as in traditional peer-to-peer architectures. One can refer to a
few more miscellaneous works such as the aforementioned ones, but adaptation to the trends in
network and application architecture design such as multi-tiered architecture and service-oriented
architecture is the topic that has received the most academic research in this area. There are a few
works in this regard that are studied below.

• Multi-tier Architecture: A two-tiered architecture for video streaming in cloud-based
CDN has been proposed in Reference [53]. A priority-based variant of round-robin sched-
uling is performed in the first tier of this architecture. The second tier builds dedicated
peer-to-peer networks one for each video. Furthermore, one can refer to the multi-tiered
caching analysis presented in Reference [4].

• Service-oriented Architecture: In Reference [28] the authors focus on video-on-demand
services and propose a service-oriented architecture that makes use of an added layer con-
sisting of home boxes for content delivery.

Components: The components of a CDN that have been studied in existing research works can
be categorized into three main categories as explained below.

• Owner Side: Among owner-side components of a CDN, servers, applications, and stor-
age have been addressed by academic research. We discuss each topic separately in the
following.
—Servers: A variety of issues regarding CDN servers have been examined so far. For ex-

ample, a bit rate selection strategy for video streams was presented in Reference [181]
that takes into consideration not only client and network parameters but also server ca-
pacity. As another example, a topology-based clustering method was proposed in Refer-
ence [174] to take advantage of server cooperation. Furthermore, we can refer to server
selection and content routing as two classical challenges in this regard. For example, a
two-level hierarchical content routing strategy was discussed in Reference [106] that per-
forms content routing at inter-cluster as well as intra-cluster levels. Moreover, a server
selection scheme was proposed in Reference [108] that depends on information provided
by a monitoring server.

—Applications and Processes: Process load balancing can be referred to as a related topic
considered by researchers. For example, a fuzzy-based load balancing scheme has been
presented in Reference [124]. As another related topic studied in previous research works,
we can mention request routing. A request routing method for cloud-based CDN has
been proposed in Reference [44]. Another request routing scheme—again for CDN over
cloud—has been presented in Reference [59].

—Storage: The only bold storage-related topic that can be traced through existing research
reports is de-duplication. A method for building a CDN over an information-centric net-
work has been introduced in Reference [153] that keeps contents from being duplicated
among surrogate servers by affiliating each content to a specific server.

• User Side: Clients are important user-side components that are receiving more and more
focus by researchers [28]. In this regard, one can even refer to an attempt at the design of a
client-centric CDN reported in Reference [155].
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• Third Party: The underlying infrastructure can be provided by a third party. These items
have been of interest to researchers, and we will discuss them separately.
—Network: The network is the first infrastructure component that has been highlighted

by previous research. Different layers of the network should support high-performance
content delivery, and this has been reflected in existing research works.
* Physical and Data Link Layers: Adaptation to the existing standards and protocols

is a challenge identified by researchers. For example, the requirements of building a
CDN over a wireless network have been studied in Reference [142].

* Network Layer: Routing is probably the most important challenge for supporting
CDN in the network layer. There have been some attempts at modifying the tradi-
tional IP routing to give a better support to content delivery [93]. Integration of het-
erogeneous networks is another concern in this regard [30].

* Transport Layer: Supporting CDN in the transport layer has been a concern in re-
search [70]. One can mention traffic management, congestion management, and QoS
among transport layer technical challenges considered by researchers. These chal-
lenges are discussed in the following.
. Traffic Management: There are some research works that focus on adding traffic

patterns to the considerations of the caching system [150].
. Congestion Management: Research reported in Reference [85] studied CDN on

top of mobile networks were base stations provide storage for the purpose of content
replication. Blind request redirection was considered as a source of traffic congestion
in this report. A multi-objective content placement and request redirect optimization
problem was examined in this research to address the congestion problem.

. Quality of Service: A QoS management scheme was proposed in Reference [74]
that works according to three main parameters: delay, packet lost rate, and server
load. Moreover, there are some studies that focuse on the design of QoS-aware
caching systems [62].

* Application Layer: In the application layer, researchers have focused on two main
topics that are addressed below.
. Video Transcoding: Video transcoding has been considered as a technique to help

integrate networks that are heterogeneous in lower layers [183]. Video transcoding
has been considered in cloud-based CDN as well. The authors in Reference [29] pro-
posed an approach to transcoding videos according to a popularity ranking derived
from recorded logs.

. Quality of Experience: The authors in Reference [24] designed a framework for
detecting anomalies related to Quality of Experience (QoE) in distributed content de-
livery applications. They demonstrated how the common dynamic server selection
strategies such as the one used by Google can have an adverse impact on end user’s
QoE in prevailing video streaming applications such as YouTube. Another study fo-
cused on the unfairness of existing QoE management mechanisms in mobile-based
CDN [179]. This research proposed some extra nodes referred to as mobile CDN
service points to be deployed in mobile CDN and demonstrated their QoE-related
benefits in terms of fairness.

—Caching System: The caching system is the second infrastructure component that can
be traced trough current research. Research works in this area can be divided into two
main categories. The first category includes designing a whole caching system or part of
it, and the second consists of works examining the impact of different parameters on the
caching system. Each category is explained below.
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* Design: Design-related works again fall into one of the following categories.
. Entire Caching Mechanism: The first category of research works in this area cov-

ers an entire caching mechanism.
Cache Architecture Design: In this branch, we can refer to the cache architec-

ture proposed in Reference [71]. This architecture consists of two layers, one with
a small memory size working as the edge and the other equipped with a large data-
base working as the parent. A monitoring agent in the edge cache prepares logs and
sends them to the parent cache to be stored in a big data platform. The knowledge
discovered from the big data is used while deciding caching policies.
Caching Scheme Design: The use of cooperative caching has been proposed as a

solution for high-performance on-demand content delivery [105]. Moreover, caching
in telecommunication company (telco) has been studied in Reference [161].

. A Single Phase: The second category of studies on the design of caching system
focuses on only one caching phase.
Pre-Caching: The authors in Reference [77] proposed a pre-caching mechanism

for CDN in which related contents are pre-fetched into the cache along with the
requested content. Their pre-fetching mechanism works in a multi-path manner in
the sense that a group of edge servers cooperate via issuing simultaneous requests
for contents demanded by each of them.
Placement: A cache placement strategy for two-tier wireless CDN was proposed

in Reference [146] that depends on different channels for content dissemination and
content services.
Replacement: The authors in Reference [145] modeled the content replacement

problem in a limited-storage cache as an Markov Decision Process (MDP) and pro-
posed a replacement scheme for maximizing cache hit ratio in wireless CDN.

* The Impact of Parameters: Three features were proposed in Reference [172] to char-
acterize an access pattern on the basis of geographical request distribution. The authors
defined three different access patterns (among several possible patterns) according to
the features and demonstrated how they can affect the efficiency of the caching system
in a CDN. Another study took into consideration the temporal request distribution in
addition to the spacial (geographical) request distribution [151]. There is another study
that focuses specifically on the impact of access patterns on the performance of the
caching system in telco CDN and hybrid P2P-CDN [13].

Figure 5 shows the research works related to system model design.

3.1.3 Ecosystem Study and Development. The following topics have been studied regarding
ecosystem study and development.

• Adaptation to Traditional Technologies and Emerging Paradigms
• Interaction between CDN and Clients
• Interaction among CDN

Each of the above items is studied in detail in the following.

Adaptation to Traditional Technologies and Emerging Paradigms: Several research works have
proposed approaches to hooking CDN to each other, to prevailing networking technologies such
as peer-to-peer networks, or to emerging paradigms such as cloud computing. These works are
reviewed in the following.
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Fig. 5. Research on system model design.

• Adaptation to Communication Models

—Peer-to-Peer: Client-level peer-to-peer (P2P) communication in CDN has been studied
in several reports, as it helps clients contribute to the bandwidth allocation. For example,
research reported in Reference [170] has proposed a CDN architecture in which clients are
peered to groups by the use of a modified variant of the Kamdelia peer-to-peer topology
management protocol. A prototype of another P2P-based CDN was presented in Refer-
ence [138]. The latter CDN manages the P2P network in a hierarchical structure to avoid
the adverse effect of pure P2P and central P2P on the quality of service as well as the
reliability. Further, a micro-payment mechanism has been presented in Reference [103]
to motivate clients to voluntarily participate in P2P client networks.

—Multicast: Multicast is another communication model considered by CDN researchers.
But the latter communication model is used between the customer network and the
used network. A multicast communication framework based on Wavelength Division
Multiplexing (WDM) between servers and clients has been proposed in Reference [83].
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Multicast in application level coupled with cooperative caching was examined in Refer-
ence [105]. Moreover, multicast in CDN over satellite was studied in References [52, 176].

—Any-cast: The idea behind any cast in CDN [8, 49] is to forward the user’s request to the
closest server that eliminates the need for costly DNS support in small CDN.

• Interaction between CDN and Other Technologies
—Internet and Web: Research reported in Reference [141] has studied the impacts of the

increasing complexity of CDN on different aspects of the Internet ecosystem. Further,
some strategies have been proposed in Reference [104] that make CDN more profitable
for web applications via placing different contents in a single web page on different cache
servers depending on their sizes.

—Cloud: The interaction between the CDN and cloud technology has been examined in
numerous recent research works [16, 149]. Among different aspects of this interaction,
the following topics have received the most amount of focus:
* System Model, Architecture and Prototyping of Cloud-based CDN [34, 53, 98, 110],
* Applications and Services on Top of Cloud-based CDN [81],
* Caching Performance in Cloud-based CDN [124, 125],
* Integration of Heterogeneous Platforms in Cloud-based CDN [29],
* Service Delivery in Cloud-based CDN [40],
* Storage Management in Cloud-based CDN [128, 165],
* CDN as a Service [14, 48, 123].

—Fog Computing: In addition to cloud computing, fog computing has been considered as
another technology that can potentially interact with CDN [7]. This kind of interaction
is imminent, because edge nodes play pivotal roles in both technologies.

—Information-Centric Networking: The possibility of making use of CDN to provide
ubiquitous caching for information-centric networks along with the resulting security
risks have been studied in some reports [95].

—Telecommunication: Recently, telecommunications companies (telcos) have tried to
take advantage of the popularity of content delivery services and the efficiency of CDN
as they can place cache servers closer to the clients than traditional CDN. The CDN im-
plemented on the basis of this philosophy is referred to as telco CDN [82, 161]. Moreover,
CDN researchers have considered different kinds of telecommunication technologies as
part of the networking infrastructure in CDN. Among these technologies, one can refer
to the ones explained in the following.
* Mobile Networks: Mobile phones have emerged and become increasingly popular in

recent decades, and the research in the field of CDN has followed this trend [76, 166].
Among different challenges encountered in deploying CDN on top of mobile networks,
researchers have focused on handover awareness [18], congestion avoidance [85], QoE
[179], and so on.

* Satellite Links: Customizing CDN architecture [176] and the service delivery over
CDN [88] to unicast and multicast communications over satellite links has been a topic
of research in recent years.

—Vehicular Networks: Some recent research reports argue that the clusters of smart ve-
hicles connected to intelligent networks can serve to content delivery as virtual servers
[5]. This possibility has been examined in platforms such as vehicular micro-clouds [156].

—UAV: The interaction between CDN and UAV technology is quite natural, as they can
mutually support each other. UAV can be used for carrying CDN access points to rural
area and hard-to-reach regions, while CDN can be used to handle contents such as image
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and video transmitted by UAV. This interaction has been studied in Reference [107] and
Reference [12].

• Hybrid CDN: Some kind of tight interaction with other technologies appears in hybrid
CDN namely CDN-P2P and CDN-ISP (Internet Service Providers).
—Hybrid CDN-P2P: In recent years, Hybrid CDN-P2P has been studied as an efficient

architecture for media streaming services [182, 186]. Challenges such as flow control [96]
and energy efficiency have been examined in this regard [90].

—Hybrid CDN-ISPs: Like the case of telecommunications network operators, ISP can be
considered as access points close to Internet users. Thus, it is reasonable to investigate the
possibility of establishing connections between CDN and ISP. This possibility has been
studied in some research works such as Reference [167] and Reference [35].

• Interaction between CDN and Clients
After interaction with existing and emerging technologies, CDN need to make a more ef-
ficient interaction with their clients to develop their ecosystem and improve their perfor-
mance and quality of service. This has been considered by researchers and research works
in this regard have focused on two main topics as explained below.
—Client Peering: The term peering may be used for two concepts in the field of CDN:

first, for interaction between peer-clients and, second, for interaction between peer CDN
[156].

—Collaborative CDN: In a collaborative CDN, clients form a community to share their
contents and storage resources. These clients can be individuals, website owners, and so
on. Users welcome this idea, because it allows them to connect to CDN without paying
more than the normal costs of Internet connectivity [177]. However, CDN providers can
reduce their expenditures by avoiding extra cache servers. Two sample realizations of
collaborative CDN have been reported in Reference [117] and Reference [47].

• Interaction among CDN
The ecosystem of CDN is being developed by recent research. In addition to making CDN
adaptable to other technologies, the idea of improving the performance and service delivery
via establishing interactions among CDN is well developed. In the following, we discuss
some aspects of the latter interaction.
—Peering and Peer-assisted CDN: In addition to the previously discussed work reported

in Reference [156], a service-oriented architecture for peering between CDN has been
proposed in Reference [21]. Moreover, some suggestions have been presented in Refer-
ence [112] to help CDN providers come to a proper Service Level Agreement (SLA) for
sharing their services. Further, some economical aspects of CDN peering have been in-
vestigated in Reference [113]. The development of the notion of peering-based CDN have
led to the emergence of virtual organizations [57, 112]. A virtual organization is a collec-
tion of individuals or companies that come together in a joint venture to build a shared
CDN.

—CDN Brokers: CDN brokers allow a content provider to get service from multiple CDN.
The tradeoffs and challenges induced by the use of CDN brokers have been studied in
Reference [101] and Reference [100]. The authors in Reference [100] have attempted to
predict the implications of CDN brokers for future CDN.

—CDN Internetworking: A study reported in Reference [111] argued that separate islands
of CDN are usually not cost-effective, because they often suffer low resource utilization
in non-peak times. This research proposed CDN inter-networking as an effective solu-
tion to this problem. Some experimental results from a lab implementation of a CDN
interconnect was reported later in Reference [19].
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Fig. 6. Research on ecosystem study and development.

Figure 6 shows the works regarding ecosystem design and development.
Table 2 lists the research reports related to the design phase in CDN lifecycle for ease of access.

The list is classified in two levels.
Figure 7 shows the ecosystem of a CDN as suggested by existing research works.

3.2 Implementation

Implementation phase CDN have not been well studied until recently [98]. However, there are
some reported research that can be categorized as follows:

Virtualization: Virtualization is an overlaying technique based on on-demand resource alloca-
tion that aims at improving resource utilization. After successful application in the implementa-
tion of virtual servers and software-defined networks, this technique has been considered as a
cost-effective implementation approach. For example, a re-configurable virtual CDN platform has
been proposed in Reference [168], which allows different content delivery strategies to be dynam-
ically used in response to changes in runtime parameters. Also, some hints for physical resource
planning in a virtual CDN have been presented in Reference [92].
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Table 2. List of Research Reports Related to the Design Phase

Class Subclass List of Reports

Design Consid.

Issues, Challenges
and Principles

[118, 139]

Objectives,
Parameters

[3, 4, 10, 27, 30, 36, 36, 45, 51, 60, 67, 91, 95, 124,
128, 134, 134, 157, 159, 178, 184]

Standardization [97]

System Model

Architecture Design [4, 28, 53, 102]

Components
[13, 24, 28–30, 44, 59, 62, 70, 71, 74, 77, 85, 93,
105, 106, 108, 124, 142, 145, 146, 150, 151, 153,

161, 172, 174, 179, 181, 183]

Ecosys. Devel.

Technology/Paradigm
Adaptation

[5, 7, 8, 14, 16, 29, 34, 35, 40, 48, 49, 52, 53, 76,
81–83, 85, 90, 95, 96, 98, 103–105, 110, 123–125,
128, 138, 141, 149, 156, 161, 165–167, 170, 176,

176, 179, 182, 186]
CDN-Client Interaction [47, 117, 177]
CDN-CDN Interaction [19, 21, 57, 100, 101, 111, 112, 112, 113, 156]

Fig. 7. The CDN ecosystem.

Software Implementation: A software-driven CDN implementation framework has been pre-
sented in Reference [42], which allows several small content providers to overlay their CDN on top
of a single set of cache servers provided by the infrastructure provider. Moreover, some challenges
of software-driven CDN such as server selection have been examined in Reference [154].

Crowdsourcing: The authors in Reference [144] argued that crowdsourcing is a cost-effective
method for implementing CDN, but there are complex managerial challenges that should be care-
fully resolved. They proposed a guiding framework for this purpose along with an auction scheme
to resolve the competition between content providers for CDN resources. Furthermore, an attempt
at taking advantage of coded caching techniques in crowdsourced CDN has been reported in Ref-
erence [184].

Case Studies and Real-World Examples: The literature in the area of CDN comes with some real-
world case studies. Among these reports, we can specifically refer to the ones focusing on passive
information gathering regarding the implementation details of YouTube’s CDN [24, 50]. These
studies analyze the CDN of YouTube as a black box and discover how it manages the huge traffic.
Some scenarios have been reported in these works where YouTube’s CDN is unable to efficiently
handle the requested traffic.
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3.3 Deployment

Deployment is another almost-uncovered phase of a CDN’s lifecycle when it comes to academic
research. However, one can refer to a few related works as follows.

ISP-Provider Collaboration: The authors of Reference [55] presented a framework for collabora-
tion between content providers and ISP to deploy a virtual ISP-CDN. They presented some oper-
ational parameters to be mentioned in the service level agreements or used in the optimization of
virtual ISP-CDN.

Case Studies: There is a research work that focuses on the deployment details of local CDN in
China and the way they are connected to global CDN despite limitations in local regulations [175].

3.4 Operation

The operation phase is the fourth phase of a CDN’s lifecycle where the CDN is operated and
managed to provide its predefined services and run the related applications. Thus, research works
regarding CDN applications, services, and management issues of CDN are reviewed under the
topic of operation.

3.4.1 Applications. Researchers have considered applications for CDN in the following envi-
ronments to mention a few.

Mobile Adhoc Networks (MANET): The authors in Reference [66] proposed a CDN overlay on top
of a MANET in which the multi-point relays (MPR) play the role of CDN servers. They showed
how this overlay CDN can help MANET users deliver content reporting incidents or traffic jams
in a city.

Vehicle Monitoring Systems: A CDN architecture was proposed in Reference [173] for processing
and storing video captured from vehicles in a vehicle monitoring system. The authors in this report
took the real-time requirements of the monitoring system into account in their architecture.

IP TV: A CDN based on SIP/RTSP was designed in Reference [97] for IPTV applications. Another
lab prototype of a CND-based IPTV system was reported in Reference [120].

E-Learning: A campus-wide CDN architecture was proposed in Reference [109], which can be
used for e-learning purposes. In this report, cache placement and request routing challenges were
studied.

3.4.2 Services. The study of different services over CDN has been a research focus in recent
years [182]. Most of the research works related to this subject fall into one of the following
categories.

Services to Be Provided:

• Multimedia Streaming: Multimedia streaming content delivery is probably the best-
studied service over CDN. The authors of Reference [140] proposed an architecture for
a CDN that is expected to provide a multimedia streaming service. The application of
multiple-description coding in multimedia streaming along with the impacts of network
topology and packet loss rate on its performance were studied in Reference [10]. A method
for overlaying a mobile multimedia streaming CDN on top of existing networks was pre-
sented in Reference [166]. Another mobile multimedia streaming framework was intro-
duced in Reference [76], which allows a single web content to be simultaneously down-
loaded from multiple cache servers.

• Search: Search is an obviously required service in every CDN. An algorithm for content
search in an indirect trust-based CDN has been proposed in Reference [80].
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• Social Content Delivery: Content delivery to social networks have been examined in sev-
eral research works. For example, in addition to the previously discussed studies regarding
YouTube [24, 50], the possibility of building a content delivery network to serve a scientific
social network such as eScience has been investigated [26, 72]. Moreover, a framework has
been presented that makes it possible to divide CDN users into communities on the basis
of data gathered from a social network and decide the sever placement/routing strategies
accordingly [69].

• Simultaneous Content-Computation Delivery: The authors of Reference [32] argued
that the capabilities and the performance of a CDN are highly dependent on the underlying
network. Moreover, they elaborated on the limited computing capabilities of existing CDN
and presented a network architecture that can serve a hybrid content-computation delivery
service.

Financial Aspects of Service Delivery: The term service delivery refers to the set of operations
required to provide a service to a client by a service provider. Design and improvement of service
delivery in CDN has been a research focus in recent years [88]. Studies related to different aspects
of service delivery have been reviewed under other topics in previous sections. Here we specifically
focus on the works that have investigated cost and pricing, as it is becoming more and more
complex with the emergence of new services [56].

The idea of subscription-based CDN was introduced in Reference [162]. In this scheme,
providers advertise specific types of content. Users subscribe to their favourite content, and they
are charged accordingly. This helps the provider make better decisions in server placement. More-
over, some researchers have proposed bidding as a dynamic pricing mechanisms for content-
related services [94].

3.4.3 Management. Management can probably be considered as the least-covered aspect of
CDN operation. But still one may refer to a few recent relevant works. For example, a service-
specific approach to the management of CDN has been introduced in Reference [137].

3.4.4 Security. The research works reported under this topic have already been reviewed in
Subsection 3.1.1. Thus, we do not consider them under the topic of operation, although they are
relevant.

3.5 Evaluation

Evaluation is the last phase in the CDN’s lifecycle that may suggest a redesign. Under this topic,
research works related to monitoring, characterization, and measurement are reviewed as follows.

Monitoring: Monitoring can serve the efficiency of some activities such as server selection in
a CDN [108]. An architecture for a CDN monitoring system was presented in Reference [63]. A
variant of the latter system was reported in Reference [64], which has been customized to the
features of resource-limited applications.

Characterization: Characterizing the behaviour of a CDN can help designers tune the design
parameters in the best possible way. This has motivated some research related to the subject. As
an example, we can mention the framework presented in Reference [160] for characterizing the
probability of resource overloading and packet loss over time in CDN. As another example, one
may refer to the characterization of caching workload in CDN reported in Reference [130].

Measurement: Measuring runtime parameters in CDN is another part of the evaluation phase
considered by researchers [143]. Moreover, there are some research works that present frame-
works for both measurement and characterization. For example, methodologies for measuring and
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Fig. 8. The classification of research works under the topics of operation and evaluation phases.

characterizing resource utilization, caching performance, and replica consistency in a CDN have
been introduced in Reference [75], Reference [131], and Reference [84], respectively.

Figure 8 shows the classification of research reports related to implementation, deployment,
operation, and evaluation phases.

4 RESEARCH TRENDS

In this section we make use of the discussions presented in Section 3 to identify existing and
emerging research trends in the area of content delivery networks. The identified trends intro-
duced are used to achieve a view to the future of research on CDN. A research trend is a topic that
is predicted to be the studied in a lot of research works in the future. This can be decided by the
number of existing research works on the topic or other research/technology trends that demand
for further research on the topic. The studied trends are encoded for further reference.

4.1 Existing Trends

As expected, most of the existing research trends are related to the design phase of the lifecy-
cle. However, an obvious trend can be identified in the implementation phase. These trends are
separately discussed below.

• Existing Trends in the Design Phase
—Interaction with Cloud Computing (EXT-01): It is certainly among the clearest trends

in research on CDN as suggested by the discussions in Section 3.1 [29, 40, 81, 110, 125,
165]. This trend is quite likely to be continued as long as new advances keep on emerging
research on cloud computing.

—Mobile CDN (EXT-02): This one is another obvious research trend in the field of CDN
[18, 76, 85, 166, 179]. As long as mobile networks keep on appearing as the infrastructure
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in emerging technologies such as MANET [22, 38] and Vehicular Adhoc Network
(VANET) [6, 37], mobile CDN is expected to remain a research focus.

—Peering among CDN (EXT-03): This has been attractive to researchers in this area [21,
112, 113, 156]. The emergence of virtual organizations and similar concepts is a signal for
further research on this topic.

—Telco CDN (EXT-04): This kind of CDN have been proposed and studied in Reference
[82] and Reference [161]. The fact that telecommunications companies posses edge nodes
close to the uses makes CDN-telco a good match and provides a strong philosophical
reason for researchers to pay more attention to this match in the future.

—Hybrid CDN-P2P (EXT-05): This trend has its roots in the match between advantages
of P2P and CDN [90, 96, 182, 186]. While CDN is seeking performance at the cost of
redundant infrastructure, P2P provides cost-effective streaming in large-scale systems.
Thus, it is a natural idea to combine the two technologies to achieve both advantages.

—CDN as a Service (EXT-06): This trend has already been started [14, 48, 123], and it is
to be continued as several aspects of the idea still need to be investigated.

• Existing Trends in the Implementation Phase
—Virtualization and Software Implementation (EXT-07): Virtualization [92, 168] and

software implementation [42, 154] of CDN are ideas borrowed from network and server
implementation that aim at cost effective resource allocation. Since the network and
servers play critical roles and cost-effective resource allocation is a concern in CDN (refer
to Section 3.1), one can easily predict more research to be conducted on these ideas.

• Existing Trends in the Operation Phase:
—Social Content Delivery (EXT-08): Nowadays, a spectrum of people and communities

are sharing content over CDN, and this has been considered in academic research [69].
Existing research works on general [24, 50] and scientific [26, 72] social networks built
on top of CDN is a research trend.

4.2 Emerging Research Trends

From the review presented in Section 3, the following topics can be extracted as emerging research
trends in the field of CDN.

• Emerging Trends in the Design Phase
—Hierarchical Design (EMT-01): Although hierarchical structures have already been

considered in different aspects of CDN such as content routing [106], hierarchical CDN
architecture design should be considered as an emerging trend [51]. Further research in
this regard can be expected because of its impact on the scalability of CDN.

—Hybrid CDN-ISP (EMT-02): This topic has a philosophical reason to remain a hot topic
after being introduced and discussed in Reference [167] and Reference [35]; ISP possess
edge nodes that are exactly were the CDN caches should be placed.

—Virtual Organization (EMT-03): Virtual organizations are formed as joint ventures
among several identities that lead to the implementation of shared peering-based CDN.
Although peering has been identified as an existing trend, virtual organization-based
CDN [57, 112] should be considered as an emerging trend, as it is not well developed
enough.

—CDN-Client Interaction (EMT-04): Research on client peering in CDN [156] and col-
laborative CDN [47, 117, 177] is quite likely to be continued, as it allows providers to
make use of clients’ resources.
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—CDN Internetworking (EMT-05): This idea has been introduced in Reference [111]
and further studied in Reference [19], and it looks promising because of the trend toward
peering-based CDN discussed in Section 4.1.

—Architecture Design Standard Adoption (EMT-06): The idea of designing CDN on
the basis of multi-tier [4, 53] and Service-oriented Architecture (SOA) [28] models is sup-
ported by trends in other branches of technology [121, 136, 152].

—Interaction with Vehicular Technology (EMT-07): The interaction between CDN and
vehicular technology has attracted researchers [5, 156, 173], and one can expect more
research focus in this area due to the emergence of smart vehicular networks such as
VANET [6, 37].

• Emerging Trends in the Implementation Phase
—Crowdsourcing (EMT-08): This is an emerging trend in several branches of technology

[58, 164]. It has previously been considered by researchers in the area of CDN [144, 184]
and because of its cost-effectiveness, it is anticipated to be further studied in the future.

—Coded Caching in CDN (EMT-09): The authors of Reference [184] have proposed the
use of coded caching in crowdsourced CDN. But since coded caching is an existing re-
search trend and CDN is an obvious application of caching, it is pertinent to expect the
two research areas to be merged together in the near future.

• Emerging Trends in the Operation Phase
—Mixed Computation-Content Delivery: (EMT-10): This idea has been introduced in

Reference [32]. There are two reasons for expecting the idea to be followed by other
researchers. First, content delivery is an IO-bounded service, but the edged nodes have
grown in intelligence and computing power with the evolution of communication tech-
nology and the computational resources in CDN servers, are less utilized than memory
and IO devices. Second, the use of distributed caching has already been examined in com-
putational platforms such as Cache Only Memory Architecture (COMA) multiprocessors
[43, 132, 133].

4.3 The Future of CDN

The future of CDN can be described using the following headlines.

• The Convergence of CDN and Fog Computing: Fog computing (edge computing) is a
well-known trend in a variety of technological branches [136, 171]. Interaction between
CDN and fog computing platforms has already been proposed [7]. The convergence of
CDN and fog computing is an imminent prediction because of a clear philosophical rea-
son explained in the following. Fog computing depends on transferring the computation
into edge nodes to reduce the network communication overhead and take advantage of the
increasingly growing intelligence and computation power of edge nodes due to advances
in communication technology. However, edge nodes are well equipped in CDN. Thus, it is
pertinent to place computation on CDN edge servers.

• The Interaction between Fog Computing and Machine Learning: Fog computing re-
quires some auxiliary techniques for smart placement of computation on proper edge nodes.
This need is predicted to be fulfilled via interaction with machine learning and deep learning
[25].

• Machine learning in CDN: The above two paragraphs suggest an imminent convergence
between CDN and machine learning. Machine learning [25] and deep learning [126] have
already been considered by researchers in recent years as approaches to improving the
performance of the caching system in CDN via proper selection of the contents to be cached.
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Fig. 9. Content development and delivery network.

Different popularity prediction methods based on machine learning have been presented
[54]. Several other aspects of these approaches have been studied in recent research works
[17, 68, 79].

• Content Development in CDN: As explained under the topic of trend EMT-10, content
delivery tends to be mixed with computation in CDN. Among different kinds computations
that can be undertaken by CDN, one can refer to content development process. This process
is predicted to be decentralized by being moved from central data centres and server farms
outside the CDN to CDN edge servers.

• Support of Telecommunications Operators and the Technology: As mentioned in
trends EXT-04 and EMT-02, big ISP and operators are increasingly investing on the deploy-
ment of CDN edge servers that increases the number and processing power of these servers
and makes edge computing in CDN more and more feasible. This tendency is supported by
advances in telecommunication technology and especially mobile communication technol-
ogy. Specifically, 5G-CDN looks an attractive match [87, 147]. There has been an extensive
research effort toward this match in recent years [31, 73]. Different technical aspects of this
topic have been studied among which one can refer to efficient scheduling [30, 31], delay
improvement [180], interaction with satellite and terrestrial networks [11, 73, 99], multime-
dia delivery [119, 122] and service delivery model optimization [89].

The convergence of CDN, fog computing and machine learning characterizes Content Devel-
opment and Delivery Network (CDDN) as the future of CDN. Figure 9 shows CDDN as the result
of this convergence. In a CDDN, content is both developed and delivered to the end user by edge
servers. Machine learning and deep learning mechanisms make it possible to predict the future
demands for contents and to place the contents and the corresponding development processes
accordingly.

To give an image of the future of CDN, one should consider the trends mentioned in Section 4 in
addition to the implications of CDDN. Compared to the traditional architecture of a CDN shown
in Figure 1, Figure 10 shows the future view to a CDN from the perspective of a content provider
according to the existing and emerging trends mentioned above. Figure 10 reflects trends EXT-01,
EXT-02, EXT-03, EXT-04, EXT-06, EXT-08, EMT-03, EMT-04, EMT-05, EMT-07, and EMT-10.

5 WHERE WE SHOULD BE HEADED

In the field of CDN, an executive orientation can be clearly seen even in research reports, which
implies that academia is currently following and not leading the technology trends. This leads to
lack of academic coverage in some conceptual and theoretical aspects of the technology. Discov-
ering these aspects clarifies future directions to be taken by researchers. Some of these aspects are
discussed in the following.
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Fig. 10. The future view of CDN.

First, the terminology of the field should be standardized. Currently, there is a glaring inconsis-
tency between names and terms used in the area. For example, one can see the terms Cache Server

and Edge Server, Surrogate Server, and Request Server or Content Server and Origin Server used for
the same concepts. Even the term CDN technology itself is sometimes referred to as Content Dis-

tribution Network instead of Content Delivery Network. Standardizing the terminology requires the
existing terminology to be collected first. Then the most proper terms should be selected or even
invented for each concept or phenomenon.

In the second step, the position of the research area in scientific subject classifications should be
clearly defined. For example, a topic or subtopic needs to be assigned to the subject in ACM CCS

Concepts.
In the next step, the lifecycle of a CDN should be standardized. This helps the related research

topics to be classified in the first level. However, we refer to the lifecycle shown in Figure 3 in the
absence of a standardized one.

Before elaborating on future research guidelines, let us present some statistical information
on existing research related to each of the phases in the CDN lifecycle. Table 3 summarizes this
information.

In Table 3, L1 through L7 represent the levels of the classification. Further,T and P in each level
represent the numbers of topics and research reports, respectively.

Now let us continue by discussing what should be done to make the design phase of the CDN
lifecycle academically more mature. The design issues, challenges, and principles should be studied
thoroughly. As seen in Figure 4, this branch of the classification tree is far from expectations in
terms of depth and density. Without such thorough research, there cannot be dependable design
frameworks, and it will be impossible to test and evaluate a design. Furthermore, as suggested by
Figure 5, one can mention architecture design as another topic that needs to be further examined.
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Table 3. Statistical Information on Existing Research Works Related to CDN

Phase
Levels

L1 L2 L3 L4 L5 L6 L7
T P T P T P T P T P T P T P

Des. 3 0 8 0 15 4 25 8 34 72 23 15 5 16
Impl. 4 8 0 0 0 0 0 0 0 0 0 0 0 0
Depl. 0 2 0 0 0 0 0 0 0 0 0 0 0 0
Oper. 4 1 9 5 4 14 0 0 0 0 0 0 0 0
Eval. 3 9 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 11. Homomorphic encryption for improving privacy in CDN.

A simple comparison between security-related research in CDN and some other technologies
highlights a critical need for more research on CDN security. For example, Distributed Denial of
Service (DDoS) protection requires serious investigation as CDN are closely interacting with users.
However, not only CDN need to be protected: Users and businesses should be secured against mali-
cious CDN. For example, privacy issues such as consent management require more effort, because
users have access to behavioural information regarding users. Recent advances in information
security and privacy such as homomorphic encryption [20, 86] should be followed to improve
privacy in CDN. Homomorphic encryption allows data to be encrypted in a way that it can be
processed as if it has been decrypted, processed, and encrypted again. When it comes to some
services such as content search, research in homomorphic encryption is certainly mature enough
to support research in CDN privacy [169]. But this will require some interaction between the end
user and the content owner/provider. Figure 11 shows such a solution. Furthermore, copyright
mechanisms such as watermarking should be studied and standardized as contents shared over
CDN are business values to providers. The latter mechanisms have been well studied in branches
such as digital cinema [65, 78, 135]. Thus, the achievements of research in those branches can be
used to improve copyright preservation in CDN. Security should be considered in each phase of
the lifecycle.

As suggested in Subsection 3.4.3, management is the next facet of the technology that requires
a serious effort. Management should include every aspect in each phase of the lifecycle. The same
goes with standardization. Moreover, Figure 4 suggests a comprehensive research on the standard-
ization of CDN. In fact, several aspects in each phase the CDN lifecycle need to be standardized. To
mention a few, architecture, communications, routing, and media coding are among these aspects.
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Fig. 12. The future lifecycle of a CDN.

The discussions in Section 3.3 clearly highlight deployment as a less-studied phase in the
lifecycle of a CDN. The considerations and principles of this phase should undergo thorough
research.

According to the above discussions, we expect the future lifecycle of a CDN to be as shown in
Figure 12.

6 CONCLUSIONS

In this article, we highlighted the fact that the industry has moved faster than academia in the area
of content delivery networks. We classified the existing academic research reports in this area in
a way that suggests a lifecycle for CDN. Then we used the classification to highlight existing
and emerging research trends in the area. Moreover, we outlined the aspects of the technology
that have been left uncovered or less covered by the academic research. This study sheds light
on the directions that should be pursued by the research community to overcome the remaining
challenges and support the advances in the technology. Our work in this article can be continued
by research in the directions given in Section 5.

REFERENCES

[1] 2019. 25 Best CDN Providers 2019. Retrieved Octover 30, 2019 from https://haydenjames.io/best-cdn-providers/.
[2] 2019. A Guide to CDN Technology Benefits, Providers and Services. Retrieved October 30, 2019 from https://

searchnetworking.techtarget.com/feature/Content-delivery-network-services-The-benefits-of-CDNs.
[3] Abubakr Al-Abbasi, Vaneet Aggarwal, Tian Lan, Yu Xiang, Moo-Ryong Ra, and Yih-Farn Chen. 2019. FastTrack:

Minimizing stalls for CDN-based over-the-top video streaming systems. IEEE Trans. Cloud Comput. (2019), 1–5.
[4] Abubakr O. Al-Abbasi, Vaneet Aggarwal, and Moo-Ryong Ra. 2019. Multi-tier caching analysis in CDN-based over-

the-top video streaming systems. IEEE/ACM Trans. Netw. 27, 2 (2019), 835–847.
[5] Jafar Al-Badarneha, Yaser Jararweha, Mahmoud Al-Ayyouba, Ramon Fontesb, Mohammad Al-Smadia, Christian,

and Rothenbergb. 2018. Cooperative mobile edge computing system for VANET-based software-defined content
delivery. Comput. Electr. Eng. 71 (2018), 388–397.

[6] Ala Al-fuqaha, Ihab Mohammed, Sayed J. Hussini, and Samaneh Sorour. 2019. Severity-based prioritized processing
of packets with application in VANETs. (unpublished).

[7] Fatimah Alghamdi, SaouceneMahfoudh, and Ahmed Barnawi. 2019. A novel fog computing based architecture to
improve the performance in content delivery networks. J. Wireless Commun. Mobile Comput. 2019 (2019), 1–13.

[8] Hussein A. Alzoubi, Seungjoon Lee, Michael Rabinovich, Oliver Spatscheck, and Jacobus Van der Merwe. 2008.
Anycast CDNS revisited. In Proceedings of the 17th International Conference on World Wide Web.

[9] Nasreen Anjum, Dmytro Karamshuk, Mohammad Shikh-Bahaei, and Nishanth Sastry. 2017. Survey on peer-assisted
content delivery networks. J. Comput. Netw. 116, C (2017), 79–95.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.

https://haydenjames.io/best-cdn-providers/
https://penalty -@M searchnetworking.techtarget.com/feature/Content-delivery-network-services-The-benefits-of-CDNs
https://penalty -@M searchnetworking.techtarget.com/feature/Content-delivery-network-services-The-benefits-of-CDNs


Content Delivery Networks: State of the Art, Trends, and Future Roadmap 34:27

[10] J. G. Apostolopoulos, Wai tian Tan, and S. J. Wee. 2002. Performance of a multiple description streaming media
content delivery network. In Proceedings of the International Conference on Image Processing.

[11] Giuseppe Araniti, Igor Bisio, Mauro De Sanctis, Antonino Orsino, and John Cosmas. 2016. Multimedia content
delivery for emerging 5G-satellite networks. IEEE Trans. Broadcast. 62, 1 (2016), 10–23.

[12] Alia Asheralieva and Dusit Niyato. 2019. Game theory and lyapunov optimization for cloud-based content delivery
networks with device-to-device and UAV-enabled caching. IEEE Trans. Vehic. Technol. 68, 10 (2019), 10094–10110.

[13] Athula Balachandran, Vyas Sekar, Aditya Akella, and Srinivasan Seshan. 2013. Analyzing the potential benefits
of CDN augmentation strategies for Internet video workloads. In Proceedings of the ACM Conference on Internet

Measurement Conference.
[14] Yonghwan Bang, June-Koo Kevin Rhee, Kyungsoo Park, Kyongchun Lim, Giyoung Nam, John D. Shinn, Jongmin

Lee, Sungmin Jo, Ja-Ryeong Koo, Jonggyu Sung, Young il Seo, Taesang Choi, Hong-Ik Kim, Junyoung Park, and
Chang Hee Yun. 2016. CDN interconnection service trial: Implementation and analysis. IEEE Commun. Mag. 54, 6
(2016), 94–100.

[15] Novella Bartolini, Emiliano Casalicchio, and Salvatore Tucc. 2003. A walk through content delivery networks. In
Proceedings of the International Workshop on Modeling, Analysis, and Simulation of Computer and Telecommunication

Systems (MASCOTS’03).
[16] Ilias Benkacem, Tarik Taleb, Miloud Bagaa, and Hannu Flinck. 2018. Optimal VNFs placement in CDN slicing over

multi-cloud environment. IEEE J. Select. Areas Commun. 36, 3 (2018), 616–627.
[17] Daniel S. Berger. 2018. Towards lightweight and robust machine learning for CDN caching. In Proceedings of the

17th ACM Workshop on Hot Topics in Networks.
[18] Tuğçe Bilen and Berk Canberk. 2019. Handover-aware content replication for mobile-CDN. IEEE Netw. Lett. 1, 1

(2019), 10–13.
[19] Andrej Binder and Ivan Kotuliak. 2013. Content delivery network interconnect: Practical experience. In Proceedings

of the IEEE 11th International Conference on Emerging eLearning Technologies and Applications (ICETA’13).
[20] Carlos Borrego, Marica Amadeo, Antonella Molinaro, and Rutvij H. Jhaveri. 2019. Privacy-preserving forwarding

using homomorphic encryption for information-centric wireless Ad hoc networks. IEEE Commun. Lett. 23, 10 (2019),
1708–1711.

[21] Rajkumar Buyya, Al mukaddim Khan Pathan, James Broberg, and Zahir Tari. 2006. A case for peering of content
delivery networks. IEEE Distrib. Syst. Online 7, 10 (2006), 3–3.

[22] Ruo Jun Cai, Xue Jun Li, and Peter Han Joo Chong. 2019. An evolutionary self-cooperative trust scheme against
routing disruptions in MANETs. IEEE Trans. Mobile Comput. 18, 1 (2019), 42–55.

[23] Daming Cao, Deyao Zhang, Pengyao Chen, Nan Liu, Wei Kang, and Deniz Gündüz. 2019. Coded caching with
asymmetric cache sizes and link qualities: The two-user case. IEEE Trans. Commun. 67, 9 (2019), 6112–6126.

[24] Pedro Casas, Alessandro D’Alconzo, Pierdomenico Fiadino, Arian Bär, Alessandro Finamore, and Tanja Zseby. 2014.
When YouTube does not work—Analysis of QoE-relevant degradation in google CDN traffic. IEEE Trans. Netw. Serv.

Manage. 11, 4 (2014), 441–457.
[25] Zheng Chang, Lei Lei, Zhenyu Zhou, Shiwen Mao, and Tapani Ristaniemi. 2018. Learn to cache: Machine learning

for network edge caching in the big data era. IEEE Wireless Commun. 25, 3 (2018), 28–35.
[26] Kyle Chard, Simon Caton, Omer Rana, and Daniel S. Katz. 2012. A social content delivery network for scientific

cooperation: Vision, design, and architecture. In Proceedings of the SC Companion: High Performance Computing,

Networking Storage and Analysis.
[27] T. Chattopadhyay, Aniruddha Sinha, and Asmita Hardikar. 2010. H.264 compressed domain watermarking in con-

tent delivery network (CDN) environment. In Proceedings of the 2nd International Conference on Computational

Intelligence, Communication Systems and Networks.
[28] Soraya Ait Chellouche, Daniel Négru, Yiping Chen, and Mamadou Sidibe. 2012. Home-Box-assisted content delivery

network for Internet Video-on-Demand services. In Proceedings of the IEEE Symposium on Computers and Commu-

nications (ISCC’12).
[29] Minggang Chen, Wenjie Chen, and Lizhi Cai. 2018. Data-driven parallel video transcoding for content delivery

network in the cloud. In Proceedings of the 5th IEEE International Conference on Cyber Security and Cloud Computing

(CSCloud’18)/2018 4th IEEE International Conference on Edge Computing and Scalable Cloud (EdgeCom’18).
[30] Mingkai Chen, Sana Ullah, Lei Wang, Jianxin Chen, Xin Wei, Ki-Il Kim, and Jin Xu. 2018. Analysis and scheduling

in a 5G heterogeneous content delivery network. IEEE Access 6 (2018), 44803–44814.
[31] Mingkai Chen, Lei Wang, Jianxin Chen, Yaqiu Liu, and Liang Zhou. 2018. Analysis and scheduling for cooperative

content delivery in 5G heterogeneous networks. In Proceedings of the IEEE International Conference on Communica-

tions Workshops (ICC Workshops’18).
[32] Mingkai Chen, Lei Wang, Jianxin Chen, Xin Wei, and Lei Lei. 2019. A computing and content delivery network in

the smart city: Scenario, framework, and analysis. IEEE Netw. 33, 2 (2019), 89–95.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:28 B. Zolfaghari et al.

[33] Min Chen, Jun Yang, Yixue Hao, Shiwen Mao, and Kai Hwang. 2017. A 5G cognitive system for healthcare. Big Data

Cogn. Comput. 1, 1 (2017), 1–5.
[34] Gang Cheng, Yongxin Zhu, Guoguang Rong, and Meikang Qiu. 2012. Prototyping high efficiency cloud computing

architecture: Implementation of a content delivery network server on FPGA. In Proceedings of the 7th International

Conference on Computing and Convergence Technology (ICCCT’12).
[35] Kideok Cho, Hakyung Jung, Munyoung Lee, Diko Ko, Ted Kwon, and Yanghee Choi. 2011. How can an ISP merge

with a CDN?IEEE Commun. Mag. 49, 10 (2011), 156–162.
[36] Shujie Cui, Muhammad Rizwan Asghar, and Giovanni Russello. 2018. Multi-CDN: Towards privacy in content de-

livery networks. IEEE Trans. Depend. Sec. Comput. (2018), 1–13.
[37] Yajuan Cui and Hui Tian. 2019. Hop progress analysis of two-layer VANETs with variant transmission range. (un-

published).
[38] Carlo Kleber da Silva Rodrigues and Vladimir Emiliano Moreira Rocha. 2019. BT-MANET: A novel BitTorrent-like

algorithm for video on-demand streaming over MANETs. IEEE Lat. Am. Trans. 17, 01 (2019), 78–84.
[39] Sonali Darade and G. M. Bhandari. 2015. Survey on contents delivery network providers. Int. J. Innov. Res. Comput.

Commun. Eng. 3, 12 (2015), 12480–12483.
[40] Bhavya Deep and Rajesh Bose. 2018. Content rating technique for cloud-oriented content delivery network using

weighted slope one scheme. In Proceedings of the IEEE 11th International Conference on Cloud Computing (CLOUD’18).
[41] S. Dhanalakshmi and T. Prabakaran D. Krishna Kishore. 2017. Content delivery networks—A survey. Int. J. Adv. Res.

Comput. Sci. Softw. Eng. 7, 7 (2017), 228–230.
[42] Jie Duan, Yuan Xing, Ruilin Tian, Guofeng Zhao, Shuai Zeng, Yuanni Liu, and Chuan Xu. 2018. SCDN: A novel

software-driven CDN for better content pricing and caching. IEEE Commun. Lett. 22, 4 (2018), 704–707.
[43] F. Eschmann, B. Klauer, R. Moore, and K. Waldschmidt. 2002. SDAARC: An extended cache-only memory architec-

ture. IEEE Micro 22, 3 (2002), 62–70.
[44] Qilin Fan, Yuming Jiang, Hao Yin, Yongqiang Lyu, Haojun Huang, and Xu Zhang. 2019. Resource reservation and

request routing for a cloud-based content delivery network. In Proceedings of the IEEE International Conference on

Service-Oriented System Engineering (SOSE’19).
[45] Pierdomenico Fiadino, Alessandro D’Alconzo, Arian Bär, Alessandro Finamore, and Pedro Casas. 2014. On the de-

tection of network traffic anomalies in content delivery network services. In Proceedings of the 26th International

Teletraffic Congress (ITC’14).
[46] Aniello Fiengo, Giovanni Chierchia, Marco Cagnazzo, and Béatrice Pesquet-Popescu. 2017. Rate allocation in pre-

dictive video coding using a convex optimization framework. IEEE Trans. Image Process. 26, 1 (2017), 479–489.
[47] Giancarlo Fortino, Wilma Russo, Carlo Mastroianni, Carlos E. Palau, and Manuel Esteve. 2007. CDN-supported

collaborative media streaming control. IEEE Multimedia 14, 2 (2007), 60–71.
[48] Pantelis A. Frangoudis, Louiza Yala, and Adlen Ksentini. 2017. CDN-as-a-service provision over a telecom operator’s

cloud. IEEE Trans. Netw. Serv. Manage. 14, 3 (2017), 702–716.
[49] Qiang Fu, Bradley Rutter, Hao Li, Peng Zhang, Chengchen Hu, Tian Pan, Zhangqin Huang, and Yibin Hou. 2018.

Taming the wild: A scalable anycast-based CDN architecture (T-SAC). IEEE J. Select. Areas Commun. 36, 12 (2018),
2757–2774.

[50] Danilo Giordano, Stefano Traverso, Luigi Grimaudo, Marco Mellia, Elena Baralis, Alok Tongaonkar, and Sabyasachi
Saha. 161-174. YouLighter: A cognitive approach to unveil YouTube CDN and changes. IEEE Trans. Cogn. Commun.

Netw. 1, 2 (161-174), 2015.
[51] Lazaros Gkatzikis, Vasilis Sourlas, Carlo Fischione, Iordanis Koutsopoulos, and György Dán. 2015. Clustered con-

tent replication for hierarchical content delivery networks. In Proceedings of the IEEE International Conference on

Communications (ICC’15).
[52] Eric Gourdin, Patrick Maillé, Gwendal Simon, and Bruno Tuffin. 2017. The economics of CDNs and their impact on

service fairness. IEEE Trans. Netw. Serv. Manage. 14, 1 (2017), 22–33.
[53] Rohit Kumar Gupta, Rishav Hada, and Sohi Sudhir. 2017. 2-Tiered cloud based content delivery network architecture:

An efficient load balancing approach for video streaming. In Proceedings of the International Conference on Signal

Processing and Communication (ICSPC’17).
[54] Nesrine Ben Hassine, Dana Marinca, Pascale Minet, and Dominique Barth. 2016. Expert-based on-line learning and

prediction in content delivery networks. In Proceedings of the 2016 International Wireless Communications and Mobile

Computing Conference (IWCMC’16).
[55] Nicolas Herbaut, Daniel Negru, David Dietrich, and Panagiotis Papadimitriou. 2017. Dynamic deployment andOp-

timization of virtual content delivery networks. IEEE MultiMedia 24, 33 (2017), 1–10.
[56] K. Hosanagar, R. Krishnan, M. Smith, and J. Chuang. 2004. Optimal pricing of content delivery network (CDN)

services. In Proceedings of the 37th Annual Hawaii International Conference on System Sciences.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



Content Delivery Networks: State of the Art, Trends, and Future Roadmap 34:29

[57] Tanjil Hossain, Jamil Ahmed Khan, and Syed Tanvir Fayez. 2010. Content distribution technique within virtual
organization (VO) based peering content delivery network. In Proceedings of the 12th International Conference on

Advanced Communication Technology (ICACT’10).
[58] Jian Hou, Shuyun Luo, Weiqiang Xu, and Lili Wang. 2019. Fairness-based multi-task reward allocation in mobile

crowdsourcing system. IET Commun. 13, 16 (2019), 2506–2511.
[59] Han Hu, Yonggang Wen, Tat-Seng Chua, Jian Huang, Wenwu Zhu, and Xuelong Li. 2016. Joint content replication

and request routing for social video distribution over cloud CDN: A community clustering method. IEEE Trans. Circ.

Syst. Vid. Technol. 26, 7 (2016), 1320–1333.
[60] Tzu-Chi Huang, Ce-Kuen Shieh, and Yu-Ben Miao. 2005. Java application’s packet eavesdropper for content deliv-

ery network. In Proceedings of the International Conference on Advanced Information Networking and Applications

(AINA’05).
[61] Narjes T. Jahromi, Sami Yangui, Adel Larabi, Daniel Smith, Mohammad A. Salahuddin, Roch H. Glitho, Richard

Brunner, and Halima Elbiaze. 2017. NFV and SDN-based cost-efficient and agile valueadded video services provi-
sioning in content delivery networks. In Proceedings of the IEEE Annual Consumer Communications & Networking

Conference (CCNC’17). IEEE.
[62] S. Jeyanthi and N. Uma Maheswari. 2008. QoS assertion in distributed systems based on content delivery network.

In Proceedings of the International Conference on Computing, Communication and Networking.
[63] Krzysztof Kaczmarski and Marcin Pilarski. 2012. Content delivery network monitoring. In Proceedings of the Feder-

ated Conference on Computer Science and Information Systems (FedCSIS’12).
[64] Krzysztof Kaczmarski, Marcin Pilarski, Bogdan Banasiak, and Christophe Kabut. 2013. Content delivery network

monitoring with limited resources. In Proceedings of the Federated Conference on Computer Science and Information

Systems.
[65] Houria Kelkoul and Youssef Zaz. 2017. Digital cinema watermarking state of art and comparison. Int. J. Comput.

Electr. Autom. Contr. Inf. Eng. 11, 2 (2017), 256–261.
[66] Nattiya Khaitiyakun, Teerapat Sanguankotchakorn, and Apinun Tunpan. 2014. Data dissemination on MANET using

content delivery network (CDN) technique. In Proceedings of the International Conference on Information Networking

2014 (ICOIN’14).
[67] Taeyeon Kim and Hoyoung Song. 2012. Hierarchical load balancing for distributed content delivery network. In

Proceedings of the 14th International Conference on Advanced Communication Technology (ICACT’12).
[68] Vadim Kirilin, Aditya Sundarrajan, Sergey Gorinsky, and Ramesh K. Sitaraman. 2019. RL-Cache: Learning-based

cache admission for content delivery. In Proceedings of the the 2019 Workshop on Network Meets AI & ML.
[69] Takuya Kitano, Shun ichi Kurino, Noriaki Yoshikai, and Toshio Takahashi. 2015. Content delivery network using

community information. In Proceedings of the 10th Asia-Pacific Symposium on Information and Telecommunication

Technologies (APSITT’15).
[70] Leonidas Kontothanassis, Ramesh Sitaraman, Joel Wein, Duke Hong, Robert Kleinberg, Brian Mancuso, David Shaw,

and Daniel Stodolsky. 2004. A transport layer for live streaming in a content delivery network. Proc. IEEE 92, 9 (2004),
1408–1419.

[71] Tai-Yeon Ku, John D. Shin, and Young-Sik Chung and Hoon Choi. 2014. Hybrid cache architecture using big data
analysis for content delivery network. In Proceedings of the IEEE 4th International Conference on Big Data and Cloud

Computing.
[72] Kai Kugler, Kyle Chard, Simon Caton, Omer Rana, and Daniel S. Katz. 2013. Constructing a social content delivery

network for eScience. In Proceedings of the IEEE 9th International Conference on e-Science.
[73] Satish Kumar, Ning Wang, Chang Ge, and Barry Evans. 2019. Optimising layered video content delivery based on

satellite and terrestrial integrated 5G networks. In Proceedings of the European Conference on Networks and Commu-

nications (EuCNC’19).
[74] Maryan Kyryk, Nazar Pleskanka, and Maryana Pitsyk. 2016. QoS mechanism in content delivery network. In Proceed-

ings of the 13th International Conference on Modern Problems of Radio Engineering, Telecommunications and Computer

Science (TCSET’16).
[75] Maryan Kyryk, Nazar Pleskanka, and Maryana Pleskanka. 2017. Content delivery network usage monitoring. In

Proceedings of the 14th International Conference The Experience of Designing and Application of CAD Systems in Mi-

croelectronics (CADSM’17).
[76] Chao-Hsien Lee and Yong-Ci Chen. 2018. Multipath mobile multimedia streaming based on content delivery network

and peer-to-peer network. In Proceedings of the 1st International Cognitive Cities Conference (IC3’18).
[77] Chao-Hsien Lee, Jia-Xing Lin, Ji-Sian Jhou, and Kai-Jun Chang. 2017. Preliminary study on the multi-path pre-

caching mechanism for content delivery network. In Proceedings of the IEEE 6th Global Conference on Consumer

Electronics (GCCE’17).

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:30 B. Zolfaghari et al.

[78] Min-Jeong Lee, Kyung-Su Kim, and Heung-Kyu Lee. 2010. Digital cinema watermarking for estimating the position
of the pirate. IEEE Trans. Multimedia 12, 7 (2010), 605–621.

[79] Lei Lei, Lei You, Gaoyang Dai, Thang Xuan Vu, Di Yuan, and Symeon Chatzinotas. 2017. A deep learning approach
for optimizing content delivering in cache-enabled HetNet. In Proceedings of the International Symposium on Wireless

Communication Systems (ISWCS’17).
[80] Shi Li, Inshil Doh, and Kijoon Chae. 2017. Non-redundant indirect trust search algorithm based on a cross-domain

trust model in content delivery network. In Proceedings of the 19th International Conference on Advanced Communi-

cation Technology (ICACT’17).
[81] Yale Li, Yushi Shen, and Yudong Liu. 2012. Utilizing content delivery network in cloud computing. In Proceedings of

the International Conference on Computational Problem-Solving (ICCP’12).
[82] Zhe Li and Gwendal Simon. 2013. In a telco-CDN, pushing content makes sense. IEEE Trans. Netw. Serv. Manage. 10,

3 (2013), 300–311.
[83] Ze Li, Min Zhang, Danshi Wang, and Yue Cui. 2016. Reconfigurable WDM multicast supporting content delivery for

content delivery network based on SOA and TB-WSS. In Proceedings of the 21st OptoElectronics and Communications

Conference (OECC’16) Held Jointly with 2016 International Conference on Photonics in Switching (PS’16).
[84] Guoxin Liu, Haiying Shen, Harrison Chandler, and Jin Li. 2016. Measuring and evaluating live content consistency

in a large-scale CDN. IEEE Trans. Parallel Distrib. Syst. 27, 7 (2016), 2074–2090.
[85] Jiayi Liu, Qinghai Yang, and Gwendal Simon. 2018. Congestion avoidance and load balancing in content placement

and request redirection for mobile CDN. IEEE/ACM Trans. Netw. 26, 2 (2018), 851–863.
[86] Wenjun Lu, Avinash L. Varna, and Min Wu. 2014. Confidentiality-preserving image search: A comparative study

between homomorphic encryption and distance-preserving randomization. IEEE Access 2 (2014), 125–141.
[87] Xiaoyuan Lu, Yiqing Li, Xiaoying Gan, Yanwei Xu, and Jun Yao. 2017. Contract-based content delivery in 5G con-

verged networks. Chin. Commun. 14, 12 (2017), 120–133.
[88] Michele Luglio, Simon Pietro Romano, Cesare Roseti, and Francesco Zampognaro. 2019. Service delivery models for

converged satellite-terrestrial 5G network deployment: A satellite-assisted CDN use-case. IEEE Netw. 33, 1 (2019),
142–150.

[89] Michele Luglio, Simon Pietro Romano, Cesare Roseti, and Francesco Zampognaro. 2019. Service delivery models for
converged satellite-terrestrial 5G network deployment: A satellite-assisted CDN use-case. IEEE Netw. 33, 1 (2019),
142–150.

[90] Uttam Mandal, M. Farhan Habib, Shuqiang Zhang, Christoph Lange, Andreas Gladisch, and Biswanath Mukherjee.
2014. Adopting hybrid CDN-P2P in IP-over-WDM networks: An energy-efficiency perspective. IEEE/OSA J. Opt.

Commun. Netw. 6, 3 (2014), 303–314.
[91] Michele Mangili, Fabio Martignon, and Antonio Capone. 2016. Performance analysis of content-centric and content-

delivery networks with evolving object popularity. Comput. Netw. 94, C (2016), 80–98.
[92] Michele Mangilia, Jocelyne Eliasb, Fabio Martignonc, and Antonio Caponed. 2015. Optimal planning of virtual con-

tent delivery networks under uncertain traffic demands. Comput. Netw. 106 (2015), 186–195.
[93] Neha Mangla and R. K. Khola. 2010. Optimization of IP routing with content delivery network. In Proceedings of the

International Conference on Networking and Information Technology.
[94] Nicholas H. Mastronarde and Mihaela van der Schaar. 2009. Automated bidding for media services at the edge of a

content delivery network. IEEE Trans. Multimedia 11, 3 (2009), 543–555.
[95] Giulia Mauri, Riccardo Raspadori, Mario Gerlay, and Giacomo Verticale. 2015. Exploiting information centric net-

working to build an attacker-controlled content delivery network. In Proceedings of the 14th Annual Mediterranean

Ad Hoc Networking Workshop (MED-HOC-NET’15).
[96] Cesar Augusto Viana Melo, Dario Vieira, and Joao da Mata Liborio. 2012. Impact of churn on object management

policies deployed in CDN-P2P systems. IEEE Lat. Am. Trans. 10, 3 (2012), 1811–1816.
[97] M. F. Menai, F. Fieau, A. Souk, and S. Jaworski. 2009. Demonstration of standard IPTV content delivery network

architecture interfaces: Prototype of standardized IPTV unicast content delivery server selection mechanisms. In
Proceedings of the 6th IEEE Consumer Communications and Networking Conference.

[98] B. Molina, V. Ruiz, I. Alonso, C. E. Palau, and J. C. Guerri and M. Esteve. 2004. A closer look at a content delivery
network implementation. In Proceedings of the 12th IEEE Mediterranean Electrotechnical Conference.

[99] Alfred Mudonhi, Claudio Sacchi, and Fabrizio Granelli. 2018. DN-based multimedia content delivery in 5G MmWave
hybrid satellite-terrestrial networks. In Proceedings of the IEEE 29th Annual International Symposium on Personal,

Indoor and Mobile Radio Communications (PIMRC’18).
[100] Matthew K. Mukerjee, Ilker Nadi Bozkurt, Bruce Maggs, Srinivasan Seshan, and Hui Zhang. 2016. The impact of

brokers on the future of content delivery. In Proceedings of the the 15th ACM Workshop on Hot Topics in Networks.
[101] Matthew K. Mukerjee, Ilker Nadi Bozkurt, Devdeep Ray, Bruce M. Maggs, Srinivasan Seshan, and Hui Bin Zhang.

2017. Redesigning CDN-broker interactions for improved content delivery. In Proceedings of the International Con-

ference on Emerging Networking EXperiments and Technologies (CoNext’17).

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



Content Delivery Networks: State of the Art, Trends, and Future Roadmap 34:31

[102] Jaison Paul Mulerikkal and Ibrahim Khalil. 2007. An architecture for distributed content delivery network. In Pro-

ceedings of the 15th IEEE International Conference on Networks.
[103] Srijith K. Nair, Erik Zentveld, Bruno Crispo, and Andrew S. Tanenbaum. 2008. Floodgate: A micropayment incen-

tivized P2P content delivery network. In Proceedings of the 17th International Conference on Computer Communica-

tions and Networks.
[104] Shankaranarayanan Puzhavakath Narayanan, Yun Seong Nam, Ashiwan Sivakumar, Balakrishnan Chandrasekaran,

Bruce Maggs, and Sanjay Rao. 2016. Reducing latency through page-aware management of web objects by content
delivery networks. In Proceedings of the ACM SIGMETRICS International Conference on Measurement and Modeling

of Computer Science.
[105] Jian Ni and D. H. K. Tsang. 2005. Large scale cooperative caching and application-level multicast in multimedia

content delivery networks. IEEE Commun. Mag. 43, 5 (2005), 98–105.
[106] Jian Ni, D. H. K. Tsang, I. S. H. Yeung, and Xiaojun Hei. 2003. Hierarchical content routing in large-scale multimedia

content delivery network. In Proceedings of the International Conference on Communications.
[107] Sergio Ortiz, Carlos T. Calafate, Juan-Carlos Cano, Pietro Manzoni, and Chai K. Toh. 2019. A UAV-based content

delivery architecture for rural areas and future smart cities. IEEE Internet Comput. 23, 1 (2019), 29–36.
[108] Manish Kumar Pal1 and M. A. Rizvi. 2016. Monitoring server based server selection strategy in content delivery

networks. Int. J. Latest Trends Eng. Technol. 7, 3 (2016), 165–170.
[109] C. E. Palau, J. C. Guerri, M. Esteve, F. Carvajal, and B. Molina. 2003. CCDN: Campus content delivery network

learning facility. In Proceedings of the 3rd IEEE International Conference on Advanced Technologies.
[110] Chrysa Papagianni, Aris Leivadeas, and Symeon Papavassiliou. 2013. A cloud-oriented content delivery network

paradigm: Modeling and assessment. IEEE Trans. Depend. Secure Comput. 10, 5 (2013), 287–300.
[111] Al-Mukaddim Khan Pathan. 2009. Utility-Oriented Internetworking of Content Delivery Networks. Ph.D. Dissertation.

Department of Computer Science and Software Engineering, The University of Melbourne, Australia.
[112] Al-Mukaddim Khan Pathan, James Broberg, Kris Bubendorfer, Kyong Hoon Kim, and Rajkumar Buyya. 2007. An

architecture for virtual organization (VO)-based effective peering of content delivery networks. In Proceedings of the

Workshop on Use of P2P, GRID and Agents for the Development of Content Networks (UPGRADE-CN’07).
[113] Al-Mukaddim Khan Pathan and Rajkumar Buyya. 2007. Economy-based content replication for peering CDNs. In

Proceedings of the 7th IEEE International Symposium on Cluster Computing and the Grid (CCGrid’07).
[114] Al-Mukaddim Khan Pathan and Rajkumar Buyya. 2007. A taxonomy and survey of CDNs. Technical Report Number

GRIDS-TR-2007-4, The University of Melbourne, Australia (2007).
[115] Mukaddim Pathan and Rajkumar Buyya (Eds.). 2008. A Taxonomy of CDNs. Springer, New York, NY.
[116] Mukaddim Pathan, Rajkumar Buyya, and Athena Vakali. 2008. Content delivery networks: State of the art, insights,

and imperatives. Lecture Notes Electrical Engineering 9 (2008).
[117] Guillaume Pierre and Maarten van Steen. 2006. Globule: A collaborative content delivery network. IEEE Commun.

Mag. 44, 8 (2006), 127–133.
[118] Thomas Plagemann, Vera Goebel, Andreas Mauthe, Laurent Mathy, Thierry Turletti, and Guillaume Urvoy-Keller.

2006. From content distribution networks to content networks—Issues and challenges. Comput. Commun. 29, 5
(2006), 551–562.

[119] Adam Polakovič, Radoslav Vargic, and Gregor Rozinaj. 2018. Adaptive multimedia content delivery in 5G networks
using DASH and saliency information. In Proceedings of the International Conference on Systems, Signals and Image

Processing (IWSSIP’12).
[120] S. Pompei, M. Teodori, A. Valenti, S. Di Bartolo, G. Incerti, and D. Del Buono. 2010. Experimental implementation

of an IPTV architecture based on content delivery network managed by VPLS technique. In Proceedings of the Inter-

national Congress on Ultra Modern Telecommunications and Control Systems.
[121] Christian Prehofer, Konstantin Schorp, Stefan Kugele, Daniel Clarke, and Markus Duchon. 2014. Towards a 3-tier

architecture for connected vehicles. In Proceedings of the International Conference on Connected Vehicles and Expo

(ICCVE’14).
[122] Marsa Rayani, Diala Naboulsi, Roch Glitho, and Halima Elbiaze. 2018. Slicing virtualized EPC-based 5G core network

for content delivery. In Proceedings of the IEEE Symposium on Computers and Communications (ISCC’18).
[123] Sara Retal, Miloud Bagaa, Tarik Taleb, and Hannu Flinck. 2017. Content delivery network slicing: QoE and cost

awareness. In Proceedings of the IEEE International Conference on Communications (ICC’17).
[124] Sandip Roy, Rajesh Bose, and Debabrata Sarddar. 2015. Fuzzy based dynamic load balancing scheme for efficient

edge server selection in Cloud-oriented content delivery network using Voronoi diagram. In Proceedings of the IEEE

International Advance Computing Conference (IACC’15).
[125] Sandip Roy, Rajesh Bose, and Debabrata Sarddar. 2015. A novel replica placement strategy using binary item-to-

item collaborative filtering for efficient voronoi-based cloud-oriented content delivery network. In Proceedings of

the International Conference on Advances in Computer Engineering and Applications.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:32 B. Zolfaghari et al.

[126] Alireza Sadeghi, Gang Wang, and Georgios B. Giannakis. 2019. Deep reinforcement learning for adaptive caching
in hierarchical content delivery networks. IEEE Trans. Cogn. Commun. Netw. 5, 4 (2019), 1–1.

[127] Jagruti Sahoo, Mohammad A. Salahuddin, Roch Glitho, Halima Elbiaze, and Wessam Ajib. 2017. A survey on replica
server placement algorithms for content delivery networks. IEEE Commun. Surv. Tutor. 19, 2 (2017), 1002–1026.

[128] S. Sajithabanu and S. R. Balasundaram. 2016. Cloud based content delivery network using genetic optimization
algorithm for storage cost. In Proceedings of the IEEE International Conference on Advanced Networks and Telecom-

munications Systems (ANTS’16).
[129] Mohammad A. Salahuddin, Jagruti Sahoo, Roch Glitho, Halima Elbiaze, and Wessam Ajib. 2017. A survey on content

placement algorithms for cloud-based content delivery networks. IEEE Access 6 (2017), 91–114.
[130] M. Zubair Shafiq, Amir R. Khakpour, and Alex X. Liu. 2016. Characterizing caching workload of a large commercial

content delivery network. In Proceedings of the 35th Annual IEEE International Conference on Computer Communi-

cations.
[131] Muhammad Zubair Shafiq, Alex X. Liu, and Amir R. Khakpour. 2014. Revisiting caching in content delivery net-

works. In Proceedings of the ACM International Conference on Measurement and Modeling of Computer Systems (SIG-

METRICS’14).
[132] Mohsen Sharifi and Behrouz Zolfaghari. 2006. The impact of skewed associativity on the replacement traffic in

COMA multiprocessors. Int. J. Comput. Syst. Sci. Eng. 21, 6 (2006).
[133] Mohsen Sharifi and Behrouz Zolfaghari. 377-385. Modeling and evaluating the time overhead induced by BER in

COMA multiprocessors. J. Syst. Arch. 48, 377 (2003).
[134] Qianjun Shuai, Keqin Wang, Fang Miao, and Libiao Jin. 2017. A cost-based distributed algorithm for load balancing

in content delivery network. In Proceedings of the 9th International Conference on Intelligent Human-Machine Systems

and Cybernetics (IHMSC’17).
[135] Dolley Shukla and Manisha Sharma. 2017. A novel scene-based video watermarking scheme for copyright protection.

J. Intell. Syst. 27, 1 (2017), 47–66.
[136] Zeeshan Ali Siddiqui and Kirti Tyagi. 2018. Study on service selection effort estimation in service oriented

architecture-based applications powered by information entropy weight fuzzy comprehensive evaluation model.
IET Softw. 12, 2 (2018), 76–84.

[137] Thomas Soenen, Wouter Tavernier, George Xilouris, Stavros Kolometsos, Felipe Vicens, Einar Meyerson Uriarte, and
Shuaib Siddiqui. 2018. Service specific management and orchestration for a content delivery network. In Proceedings

of the 4th IEEE Conference on Network Softwarization and Workshops (NetSoft’18).
[138] Wang Song, Ling Qing, Wu Gang, and Zheng Quan. 2010. Design and realization of distributed nodes in a multilevel-

P2P content delivery network. In Proceedings of the 5th International Conference on Computer Science and Education.
[139] Stella Spagna, Marco Liebsch, Roberto Baldessari, Saverio Niccolini, Stefan Schmid, Rosario Garroppo, Kazunori

Ozawa, and Jun Awano. 2013. Design principles of an operator-owned highly distributed content delivery network.
IEEE Commun. Mag. 51, 4 (2013), 132–140.

[140] Pujan Srivastava and Sukumal Kitisin. 2012. Towards a streaming content delivery network. In Proceedings of the

9th International Conference on Computer Science and Software Engineering (JCSSE’12).
[141] Volker Stocker, Georgios Smaragdakis, William Lehr, and Steven Bauer. 2017. The growing complexity of content

delivery networks: Challenges and implications for the Internet ecosystem. Telecommun. Policy 41, 10 (2017), 1003–
106.

[142] M. Z. Stojanovic and Z. S. Bojkovic. 2005. Wireless content delivery network requirements. In Proceedings of the

2005 International Conference on Telecommunication in ModernSatellite, Cable and Broadcasting Services.
[143] Ao-Jan Su, David R. Choffnes, Aleksandar Kuzmanovic, and FabiÁn E. Bustamante. 2009. Drafting behind akamai:

Inferring network conditions based on CDN redirections. IEEE/ACM Trans. Netw. 17, 6 (2009), 1752–1765.
[144] Lifeng Sun, Ming Ma, Wen Hu, Haitian Pang, and Zhi Wang. 2017. Beyond 1 Million nodes: A crowdsourced video

content delivery network. IEEE Multimedia 24, 3 (2017), 54–63.
[145] Jihoon Sung, Kyounghye Kim, Junhyuk Kim, and June-Koo Kevin Rhee. 2016. Efficient content replacement in wire-

less content delivery network with cooperative caching. In Proceedings of the 15th IEEE International Conference on

Machine Learning and Applications (ICMLA’16).
[146] Jihoon Sung, Minseok Kim, Kyongchun Lim, and June-Koo Kevin Rhee. 2016. Efficient cache placement strategy in

two-tier wireless content delivery network. IEEE Trans. Multimedia 18, 6 (2016), 1163–1174.
[147] S. Swetha and Dhanesh Raj. 2017. Optimized video content delivery over 5G networks. In Proceedings of the Inter-

national Conference on Communication and Electronics Systems (ICCES’17).
[148] Vijaya Murari T. and K. C. Ravishankar. 2018. A survey on dynamic data delivery through content delivery networks.

Int. J. Eng. Technol. 7, 3.34 (2018), 786–793.
[149] Tarik Taleb, Pantelis A. Frangoudis, Ilias Benkacem, and Adlen Ksentini. 2019. CDN slicing over a multi-domain

edge cloud. IEEE Trans. Mobile Comput. (2019), 1–18.

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



Content Delivery Networks: State of the Art, Trends, and Future Roadmap 34:33

[150] Guoming Tang, Huan Wang, Kui Wu, and Deke Guo. 2019. Tapping the knowledge of dynamic traffic demands for
optimal CDN design. IEEE/ACM Trans. Netw. 27, 1 (2019), 98–111.

[151] Guoming Tang, Kui Wu, and Richard Brunnery. 2017. Rethinking CDN design with distributed time-varying traffic
demands. In Proceedings of the IEEE Conference on Computer Communications (INFOCOM’17).

[152] Kleanthis Thramboulidis. 2019. Comments on “bridging service-oriented architecture and IEC 61499 for flexibility
and interoperability.” IEEE Trans. Industr. Inf. 13, 4 (2019), 1494–1496.

[153] Hideki Tode, Yutaro Inaba, and Yosuke Tanigawa. 2019. An information-centric content delivery network excluding
redundant surrogate duplications. In Proceedings of the 16th IEEE Annual Consumer Communications and Networking

Conference (CCNC’19).
[154] Hai-Anh Tran, Sami Souihi, Duc Tran, and Abdelhamid Mellouk. 2019. MABRESE: A new server selection method

for smart SDN-based CDN architecture. IEEE Commun. Lett. 23, 6 (2019), 1012–1015.
[155] Sipat Triukose and Michael Rabinovich. 2016. Client-centric content delivery network. In Proceedings of the 4th IEEE

Workshop on Hot Topics in Web Systems and Technologies (HotWeb’16).
[156] Lewis Tseng, James DeAntonis, Takamasa Higuchi, and Onur Altintas. 2018. Peer-assisted content delivery network

by vehicular micro clouds. In Proceedings of the IEEE 7th International Conference on Cloud Networking (CloudNet’18).
[157] Bram Tullemans. 2018. Technical practices for a multi-CDN distribution strategy. SMPTE Motion Imag. J. 17, 6 (2018).
[158] Athena Vakali and George Pallis. 2003. Content delivery networks: Status and trends. IEEE Internet Comput. 7, 6

(2003), 68–74.
[159] Elias Vathias, Dimitris Nikolopoulos, and Stathes Hadjiefthymiades. 2016. A capital market metaphor for content

delivery network resources. In Proceedings of the IEEE 30th International Conference on Advanced Information Net-

working and Applications (AINA’16).
[160] K. P. Vintural and D. U. Ponomarev. 2009. Content delivery network probability-time characteristics analysis. In

Proceedings of the International Siberian Conference on Control and Communications.
[161] Danny De Vleeschauwer and Dave C. Robinson. 2011. Optimum caching strategies for a telco CDN. Bell Labs Techn.

J. 16, 2 (2011), 115–132.
[162] A. Wan, A. Rigumye, and P. Jones. 2006. Profile based routing and billing multimedia content delivery network.

In Proceedings of the International Conference on Networking, International Conference on Systems and International

Conference on Mobile Communications and Learning Technologies (ICNICONSMCL’06).
[163] Meisong Wang, Prem Prakash Jayaraman, Rajiv Ranjan, Karan Mitra, Miranda Zhang, Eddie Li, Samee Khan,

Mukkaddim Pathan, and Dimitrios Georgeakopoulos. 2015. An overview of cloud based content delivery networks:
Research dimensions and state-of-the-art. In Transactions on Large-Scale Data- and Knowledge-Centered Systems,

Lecture Notes in Computer Science 9070 (2015), 131–158.
[164] Wanyuan Wang, Zhanpeng He, Peng Shi, Weiwei Wu, Yichuan Jiang, Bo An, Zhifeng Hao, and Bing Chen. 2019.

Strategic social team crowdsourcing: Forming a team of truthful workers for crowdsourcing in social networks. IEEE

Trans. Mobile Comput. 18, 6 (2019), 1419–1432.
[165] Yuedui Wang, Xiangming Wen, Yong Sun, Zhenmin Zhao, and Tianpu Yang. 2011. The content delivery network

system based on cloud storage. In Proceedings of the International Conference on Network Computing and Information

Security.
[166] S. Wee, J. Apostolopoulos, Wai tian Tan, and S. Roy. 2003. Research and design of a mobile streaming media content

delivery network. In Proceedings of the International Conference on Multimedia and Expo.

[167] Matthias Wichtlhuber, Robert Reinecke, and David Hausheer. 2015. An SDN-based CDN/ISP collaboration architec-
ture for managing high-volume flows. IEEE Trans. Netw. Serv. Manage. 12, 1 (2015), 48–60.

[168] Honguk Woo, Sungwon Han, Eunho Heo, Jaehong Kim, and Sangho Shin. 2014. A virtualized, programmable content
delivery network. In Proceedings of the 2nd IEEE International Conference on Mobile Cloud Computing, Services, and

Engineering.
[169] D. N. Wu, Q. Q. Gan, and X. M. Wang. 2018. Verifiable public key encryption with keyword search based on homo-

morphic encryption in multi-user setting. IEEE Access 6 (2018), 42445–42453.
[170] Jie Wu, Zhihui lu, Bisheng Liu, and Shiyong Zhang. 2008. PeerCDN: A novel P2P network assisted streaming con-

tent delivery network scheme. In Proceedings of the 8th IEEE International Conference on Computer and Information

Technology.
[171] Qiong Wu, Fanfan He, and Xiumei Fan. 2018. The intelligent control system of traffic light based on fog computing.

Chin. J. Electr. 27, 6 (2018), 1265–1270.
[172] Gaogang Xie, Zhenyu Li, Mohamed Ali Kaafar, and Qinghua Wu. 2018. Access types effect on Internet video services

and its implications on CDN caching. IEEE Trans. Circ. Syst. Vid. Technol. 28, 5 (2018), 1183–1196.
[173] Wenjie Xiong, Chun Shan, Zhaoliang Sun, and Qinglei Meng. 2018. Real-time processing and storage of multimedia

data with content delivery network in vehicle monitoring system. In Proceedings of the 6th International Conference

on Wireless Networks and Mobile Communications (WINCOM’18).

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.



34:34 B. Zolfaghari et al.

[174] Z. Xu, Y. Hu, and L. Bhuyan. 2006. Efficient server cooperation mechanism in content delivery network. In Proceed-

ings of the IEEE International Performance Computing and Communications Conference.
[175] Jing’an Xue, David Choffnes, and Jilong Wang. 2017. CDNs meet CN an empirical study of CDN deployments in

China. IEEE Access 5 (2017), 5292–5305.
[176] Hui Yang, Hewu Li, and Qian Wu. 2018. An integrating unicast and multicast solution by extending content de-

livery network to satellite. In Proceedings of the 14th International Wireless Communications and Mobile Computing

Conference (IWCMC’18).
[177] Ta-Wei Yang, Yu-Lin Hsieh, Ming-Hung Chen, and Cheng-Fu Chou. 2017. Exploiting path diversity in content de-

livery network with the collaboration of SDN. In Proceedings of the IEEE International Conference on Consumer

Electronics–Taiwan (ICCE-TW’17).
[178] Hao Yin, Xu Zhang, Shuoyao Zhao, Yan Luo, Chen Tian, and Vyas Sekar. 2017. Tradeoffs between cost and perfor-

mance for CDN provisioning based on coordinate transformation. IEEE Trans. Multimedia 19, 11 (2017), 2583–2596.
[179] Faqir Zarrar Yousaf, Marco Liebsch, Andreas Maeder, and Stefan Schmid. 2013. Mobile CDN enhancements for

QoE-improved content delivery in mobile operator networks. IEEE Netw. 27, 2 (2013), 14–21.
[180] Bingxin Yu, Hui Yang, Wei Bai, Jinyu Guo, Siqi Kou, Jie Zhang, and Hongyun Xiao. 2017. Multi-level multi-

responsibility multi-cascade controllers orchestration to improve the latency performance of content delivery opti-
cal networking in 5G. In Proceedings of the Asia Communications and Photonics Conference (ACP’17).

[181] Dongyan Zhang, Hui He, and Weihua Li. 2015. Server-based bitrate allocation in content delivery network. In Pro-

ceedings of the IEEE 12th International Conference on Ubiquitous Intelligence and Computing, 2015 IEEE 12th Inter-

national Conference on Autonomic and Trusted Computing, and 2015 IEEE 15th International Conference on Scalable

Computing and Communications and Its Associated Workshops (UIC-ATC-ScalCom’15).
[182] Ge Zhang, Wei Liu, Xiaojun Hei, and Wenqing Cheng. 2015. Unreeling xunlei kankan: Understanding hybrid CDN-

P2P video-on-demand streaming. IEEE Trans. Multimedia 17, 2 (2015), 229–242.
[183] Xuebin Zhang, Yuan Li, Jiangpeng Li, Kai Zhao, and Tong Zhang. 2014. Proximate control stream assisted video

transcoding for heterogeneous content delivery network. In Proceedings of the IEEE International Conference on

Image Processing (ICIP’14).
[184] Yipeng Zhou, Terence H. Chan, Siu-Wai Ho, Guoqiao Ye, and Di Wu. 2018. Replicating coded content in

crowdsourcing-based CDN systems. IEEE Trans. Circ. Syst. Vid. Technol. 28, 12 (2018), 3402–3503.
[185] Yipeng Zhou, Yuedong Xu, and Shengli Zhang. 2014. Exploring coding benefits in CDN-based VoD systems. IEEE

Trans. Circ. Syst. Vid. Technol. 24, 11 (2014), 1969–1981.
[186] Shangming Zhu, Min Jiang, and Qimin Dang. 2011. Research and implementation on mixed content delivery net-

work. In Proceedings of the International Conference on Computer Science and Service System (CSSS’11).
[187] Lu Zonglei and Xu Xianhong. 2019. Deep compression: A compression technology for apron surveillance video.

IEEE Access 7 (2019), 129966–129974.

Received November 2019; revised January 2020; accepted January 2020

ACM Computing Surveys, Vol. 53, No. 2, Article 34. Publication date: April 2020.


