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The growth of data volume has changed cybersecurity activities, demanding a higher level of automation. In
this new cybersecurity landscape, text mining emerged as an alternative to improve the efficiency of the activi-
ties involving unstructured data. This article proposes a Systematic Literature Review (SLR) to present the
application of text mining in the cybersecurity domain. Using a systematic protocol, we identified 2,196 stud-
ies, out of which 83 were summarized. As a contribution, we propose a taxonomy to demonstrate the different
activities in the cybersecurity domain supported by text mining. We also detail the strategies evaluated in the
application of text mining tasks and the use of neural networks to support activities involving unstructured
data. The work also discusses text classification performance aiming its application in real-world solutions.
The SLR also highlights open gaps for future research, such as the analysis of non-English content and the
intensification in the usage of neural networks.
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1 INTRODUCTION

The security area is associated with the protection of different types of assets. Cybersecurity is a
specialized area that aims to protect individuals, organizations, and nations that hold cyberspace
presence [179]. These assets can be affected by cyberattacks that can compromise infrastructure,
end devices, or information. Organizations and nations currently rely on frameworks1 to establish

1An example is Cybersecurity Framework, available at https://www.nist.gov/cyberframework.
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processes to protect them against cyber threats. They can also use well-known security mech-
anisms to mitigate cyberattacks, such as firewalls, intrusion prevention systems, and endpoints.
However, the number of incidents presented in different reports related to cybersecurity demon-
strates that the current processes and mechanisms are not adequate to avoid the success of cyber-
attacks [77, 166].

Moreover, in many cases, cybersecurity remains focused on protecting organizations against tra-
ditional threats, but cybercrime involves personnel who are able to launch highly sophisticated at-
tacks [93]. Nowadays, cybersecurity often needs to perform activities related to different stages of a
cyberattack. These activities include collecting intelligence information to identify threats, predict-
ing and avoiding cyberattacks, protecting assets, and investigating cybersecurity incidents. Deal-
ing with advanced threats and performing these activities at the same time require a well-trained
cybersecurity team. However, building a highly skilled team can be challenging, as (ISC)2 [82]
estimates a worldwide gap of approximately four million cybersecurity professionals.

Many cybersecurity activities involve the analysis of unstructured data. This type of data has in-
creased in recent years, influenced by the web and social networks [8]. Today, most data fit in this
category [114]. According to a recent report by Reinsel et al. [146], the rise of data will continue,
and the volume of data produced in 2025 will reach 163 zettabytes. This report also confirms that
the percentage of unstructured data will increase continuously. The growth of activities associated
with cybersecurity and the rise of unstructured data impose techniques to gather useful security
information from massive data. The research area addressing this challenge is text mining, defined
as the process of extracting knowledge from textual data [86]. Text mining tasks, such as classi-
fication and clustering, can support many cybersecurity activities, improving the organizations’
capability to deal with cyber threats.

Several secondary studies addressing cybersecurity [29, 84, 162] and text mining applications
[80, 97, 127] have been published in recent years. However, to the best of our knowledge, there
is no secondary study that gathers state-of-the-art research to explain cybersecurity activities
covered by text mining and details how text mining tasks are applied. This study intends to fill
this research gap by a consistent Systematic Literature Review (SLR) through which we se-
lected, analyzed, and summarized 83 studies. This SLR aims to address the following research
questions:

—RQ1: How would be the taxonomy representing the application of text mining in the cyber-
security domain?

—RQ2: In which contexts has cybersecurity applied text mining?
—RQ3: What strategies of text mining have been utilized?
—RQ4: How has text classification performed in the cybersecurity domain?
—RQ5: How has the cybersecurity industry been applying text mining in real-world solutions?

In order to answer the research questions and provide valuable content to the scientific commu-
nity, we extracted useful information from the selected studies. We also analyzed other sources to
present the text mining application in the industry. The contributions of the SLR could be summa-
rized as follows:

(1) We propose a taxonomy to classify the use of text mining in the cybersecurity domain (in
Section 3).

(2) We demonstrate the industries covered and the types of content analyzed in the studies (in
Section 4).

(3) We present the strategies used to apply text mining tasks in the cybersecurity domain (in
Section 5).
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(4) We present the performance of text classification in different cybersecurity activities (in
Section 6).

(5) We cover the application of text mining in several real-world solutions developed by the
cybersecurity industry (in Section 7).

(6) We introduce open gaps to be explored in the intersection between cybersecurity and text
mining research (in Section 8).

The remainder of this article is organized as follows: Section 2 introduces cybersecurity and
text mining concepts. Section 3 proposes a taxonomy with the classification resulting from a sys-
tematic approach. Sections 4 and 5 explain and discuss the contexts and strategies of text mining
application in the cybersecurity domain. Section 6 discusses the performance of text classification.
Section 7 analyzes the use of text mining by the cybersecurity industry. Section 8 lists the open
gaps that new studies can target. Section 9 summarizes the article’s contribution and discusses the
main findings. Finally, we present the method used in study selection, threats to the SLR’s validity,
and the selected studies in supplementary online material.

2 BACKGROUND

This study joins efforts to present the current status of the integration between text mining and
cybersecurity. This section addresses the definitions and processes associated with both areas,
aiming to present fundamental explanations to the audience.

2.1 Cybersecurity

Analysis of the technical literature can create a misunderstanding about cybersecurity since some-
times cybersecurity and information security can be presented as synonyms. ISO 27032 [79] defines
cybersecurity as security in cyberspace. ISO explains cyberspace as a complex environment associ-
ated with people, software, and services on the internet, connected through devices and networks,
which do not exist physically. Based on ISO definitions, it is possible to understand that cyberse-
curity protects against virtual threats or cyber threats. A complementary perspective is presented
in Von Solms and Van Niekerk [179], distinguishing information security and cybersecurity based
on asset protection. The authors emphasize that the assets defended by cybersecurity can range
from a person to household appliances, to the interests of society and critical infrastructures. In
contrast, information security targets the assurance of information properties.

The permanent adoption of new digital practices by users and the increase of in-digital ser-
vices provided by companies, combined with the connection of new types of infrastructures to cy-
berspace, have significantly increased the number of threats that cybersecurity needs to manage.
In addition to traditional security issues, including data breach [40], malicious software [68], and
denial of service [30], cybersecurity deals with new kinds of threats. In an election scenario, cyber-
security has to protect the election system against traditional cyberattacks [151] and, additionally,
address misinformation that can be spread on social networks to delegitimize a candidate[41].

As cybersecurity protects people, the information delivered to them should also be protected be-
cause misinformation and disinformation can affect social context, impacting relationships among
people and organizations or governments [34, 189]. Attitudes expressed in cyberspace can also af-
fect people. One example is cyberbullying, defined as aggressive behavior toward a victim due to
some abuse of power through technological devices [155], that must be addressed by cybersecu-
rity [51]. Other online behaviors on the cybersecurity radar are cyberstalking [156] and sextortion
[136].

Cybersecurity should also monitor traditional and emerging threats in cyberspace, offering
information about which threats can put the organization’s infrastructure at risk. The activity
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dealing with this challenge is Cyber Threat Intelligence (CTI). CTI aims to prevent cyberattacks
based on the knowledge about threats [172]. It is important to differentiate threats from attacks.
According to International Organization for Standardization [78], a threat is an event with the
potential to cause an unwanted incident. In contrast, an attack is an attempt to destroy, expose,
alter, disable, steal, or gain authorized access to an asset. So, while a threat is something with the
potential to produce some harm to an organization’s asset, an attack is a concrete action that can
result in damage.

Cyberattacks have demonstrated a steady evolution in recent years. Today, highly skilled and
well-funded cybercriminals work in a cooperative and organized model to launch cyberattacks
against organizations aiming to maximize their profits [73, 145]. The cybercrime ecosystem also
maintains specialized businesses offering tools and infrastructure to support other cybercriminals
in performing cyberattack tactics [73]. Additionally, new technologies and models (i.e., the Inter-

net of Things (IoT) and cloud computing) expanded the attack surface. They made organizations
more susceptible to cyberattacks, enlarging the number of sectors targeted by cybercriminals. One
of the consequences is cyberattacks targeting industrial cyber-physical systems [163] and critical
infrastructure [167].

Cyberattacks explore existing vulnerabilities in software, network services, and humans. A vul-
nerability is a weakness that can be explored by a threat [78]. Kuhn et al. [95] analyzed that re-
cent softwares are getting more complex, increasing the area for discovering vulnerabilities. The
authors examined a vulnerability database and reported that about 90 percent of vulnerabilities
registered in 2016 are associated with medium to high severity [95]. In addition, the adoption of
social networks, mobile communication, and IoT has produced a large amount of sensitive infor-
mation about people. This information has been collected and used for cybercriminals to design
social engineering attacks to exploit human vulnerabilities [185].

When a cyberattack succeeds, it produces a cybersecurity incident. An incident is an event un-
related to the regular operation of a service that can cause interruption or reduce quality [81]. Al-
though cyberattacks are a significant source of cybersecurity incidents, they can also be caused by
system failures, natural phenomena, human errors, and third-party failures [60]. The main concern
for organizations is the impacts produced by cybersecurity incidents. According to Couce-Vieira
et al. [46], an incident can reduce the organization’s income due to loss of sales, contracts, and
funding. Cybersecurity incidents can also impact organization valuation, and negative informa-
tion about the incident can negatively affect the organization’s stock price [159].

The impacts of cybersecurity incidents demonstrate the importance of defenses, which are based
on security controls. Security control is an action, device, procedure, or technique aiming to elim-
inate or prevent a threat, vulnerability, or attack [137]. In the current scenario, controls must ex-
trapolate traditional security mechanisms designed to protect a logical perimeter and secure the
organization’s infrastructure in the cloud [65] and new technologies supporting current business
models [75, 90]. Additionally, as aforementioned, cybercriminals’ weaponry and skills are becom-
ing increasingly sophisticated, so studies have evaluated the use of artificial intelligence to support
different cybersecurity controls [103].

2.2 Text Mining

Text mining is a process that extracts useful knowledge from data sources, similar to data mining.
Unlike data mining, the data sources used in the text mining are formed by document collections,
and the process extracts knowledge from unstructured data present in the documents [55]. The
unstructured data analyzed by text mining usually comprises texts written in a natural language
[86]. However, the process can also be applied to extract knowledge from semi-structured data,
like HTML and XML files [193]. At a high level, the core process of text mining can be divided into
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three stages [115]: (i) corpus definition; (ii) preprocessing; and (iii) knowledge extraction. The first
stage, corpus definition, collects relevant documents related to a specific issue.

The second stage consists of applying preprocessing techniques to transform raw text data into
an intermediate format, enhancing the extraction of patterns by a task [22, 120, 173]. Preprocess-
ing is required to improve the quality and usability of unstructured data. Usually, a unique pre-
processing technique is not enough to prepare the data for the text mining tasks, so the use of
multiple techniques sequentially is pretty common [55]. There are several techniques for prepar-
ing unstructured data, and the decision on which to select depends on the text mining approach
used in the process. One common approach to represent a document for knowledge extraction is
Bag-of-Words (BoW), a method to map the document into a fixed-length vector [197].

The BoW approach analyzes the frequency of terms in a document—often a word. The prepro-
cessing technique that breaks up the text document into words or tokens is called tokenization
[115]. An alternative to a single word frequency is N-gram, which tokenizes groups of “n” consec-
utive words [21]. In cases where the BoW approach calculates each word’s frequency, a prepro-
cessing technique is necessary to remove frequent words adding no value to the analysis, such as
prepositions and articles. These words are named stopwords, and the technique is named stopword
removal [21]. One challenge in text mining analysis is dealing with word inflection. An alternative
is a stemming function that reduces variants of a word to their root form. A more complex option
is lemmatization, which performs morphological analysis of each word to determine the lemma
[153].

The process’ last stage applies the text mining task to extract the knowledge from preprocessed
documents. The text mining task can vary according to the type of knowledge targeted. Accord-
ing to Miner et al. [115], the knowledge extraction can be divided into the following categories:
prediction, clustering, association, and trend analysis. Each category is supported for one or more
text mining tasks. In this section, we explain the most used tasks in the SLR corpus.

A well-known task is text classification, a supervised learning that matches new observations
according to a dataset properly categorized and labeled [113]. This dataset contains a set of docu-
ments, and each document contains a label associating it with a class value. This dataset is referred
to as training data, and it is necessary to build a classification model. The model associates docu-
ment features with one or more classes, and the model is used to predict the class of a new set of
documents, named testing data [8]. Text classification can use shallow or deep learning. Shallow
learning is based on traditional classifiers like naive Bayes, decision tree, and random forest and
employs statistical models [96]. Shallow learning demands manual feature extraction to train and
evaluate the classifier [17]. Deep learning explores powerful neural networks that automatically
learn high-level features from a text document, dispensing manual feature extraction [48].

Text clustering is an unsupervised learning and, different from text classification, the task does
not perform a training phase using labeled records from a dataset. Instead, it analyzes a document
and identifies relevant terms to assign a weight. Text clustering uses term weight schemes to cal-
culate the similarity between documents and group them into clusters [3]. The traditional text
clustering approach does not consider the terms’ semantic relationship in a document, so they
do not deal with synonyms and polysemy. In the semantic clustering approach, algorithms can
be supported by ontologies to identify each term’s meaning, considering the semantic of nearby
terms in clustering organization [123]. More recently, studies have evaluated integrating neural
network techniques and traditional algorithms to improve text clustering [61, 191].

Topic modeling, another unsupervised learning, uses statistical methods to analyze and discover
main themes pervading a collection of documents [31]. These themes are called topics and con-
sist of word clusters that represent the ideas discussed in text data. Topic modeling uses the co-
occurrence of topics to identify the subject associated with documents [83]. The most frequently
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used topic modeling algorithm is Latent Dirichlet Allocation (LDA), which implements the
BoW approach [175]. It is important to note that LDA instability is a known concern and should
be considered by researchers [9]. Current algorithms aim to improve the topic discovery in specific
analyses, such as short text and time-based topic modeling [175].

Information extraction aims to discover structured information from unstructured content [8]
and is usually performed through two subtasks: Named Entity Recognition (NER) and relation
extraction. These subtasks identify known entities like people, companies, and places in a text
and infer relationships among them [63]. Initially, NER was developed as a rule-based system, but
state-of-the-art implementations rely on statistical machine learning methods [8]. A more recent
approach transformed NER into a classification problem and uses supervised learning to identify
the entities. The approach is called Named Entity Recognition and Classification (NERC)
[122].

The steady increase of social media types enabled individuals to share their opinions about
many topics, such as individuals, companies, and products [10]. Sentiment analysis identifies the
sentiments expressed by individuals in text-written opinions, revealing if they contain positive or
negative emotions [21, 111]. According to Medhat et al. [111], the task can identify the sentiment
considering the whole opinion or recognize emotions expressed in distinct sentences. Similar to
information extraction, sentiment analysis can be performed using a supervised learning approach
[21]. In this approach, linguistic features are applied in a pre-trained machine learning classifier
to identify the sentiment polarity and emotion intensity [1].

The colossal volume of unstructured data available in different digital formats resulted in a
demand for new methods to retrieve useful information effectively. Information retrieval is the
text mining task that deals with this challenge. Its objective is to find information based on a user’s
query in a document collection [117]. As information retrieval targets unstructured data, a user’s
query can return multiple results, so the task must compute the results’ relevance and present
them ordered by a relevance score. Although traditional models to rank documents by relevance
are presented in Ceri et al. [35], the score computation in modern search engines is often supported
by machine learning [7, 102]. Neural networks have also been applied to estimate the relevance
score and rank documents in information retrieval [62, 116].

3 TAXONOMY

We identified studies evaluating the application of text mining in several cybersecurity activities,
so we propose a three-level taxonomy to classify the studies and answer the first research question
(RQ1). Figure 1 shows the proposed taxonomy. In Section 2.1, we presented the definitions of vul-
nerability, threat, attack, control, and incident, so we use them as cybersecurity domains to create
the taxonomy’s first level. These five cybersecurity domains cover the use of text mining tasks from
the discovery of threats until the lessons learned from an incident. The next level expands each
domain considering a known process or the purpose of text mining application, offering a more
granular categorization. In the last level of the taxonomy, we present the cybersecurity activities
or malicious behaviors associated with the upper level and link the SLR studies.

3.1 Vulnerability

Cybercriminals constantly look for vulnerabilities in their targets, so an organization should im-
plement a vulnerability management process to identify vulnerabilities, define the severity, and
decide the priorities [143]. We use the vulnerability management process and analysis types to
classify the studies in this domain.

Text mining can analyze source codes to identify vulnerabilities [24, 128] or extract knowledge
from vulnerability databases to discover new weaknesses in assets [88]. After discovering existing
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Fig. 1. Proposed taxonomy of text mining application in the cybersecurity domain.

vulnerabilities, it is necessary to create a plan and prioritize the most critical vulnerabilities based
on a severity score. Text mining supports vulnerability discovery by calculating a severity score
[160, 186] or categorizing new vulnerabilities according to their characteristics [187]. Text mining
can also help an organization understand the evolution of vulnerabilities to improve vulnerability
management [188]. Finally, Syed et al. [165] analyzed vulnerabilities communication on Twitter
and presented the most spread vulnerabilities on the platform, as well as the most likely retweeted.

3.2 Threat

Organizations need to deal with dozens of different threats in cyberspace, and many of them leave
digital traces in an unstructured format. We classified studies according to the application of text
mining in activities to prevent or detect a threat. The prevention targets information about threats
that allows one to anticipate an event and implement countermeasures proactively. Situational
awareness enables cyber threats prevention, and text mining can support this activity through
online communities [11, 28, 47, 106, 108] and social networks [20, 101, 140] monitoring. Further-
more, text mining is also used to issue alerts about threats [118, 149]. Unlike prevention, detec-
tion allows an organization the knowledge about malicious behaviors that can affect it in the fu-
ture. Some examples of threats detected by text mining are cyberbullying [121, 124], botnets [94],
misinformation [194], and scams [177].

3.3 Attack

In this domain, studies evaluated text mining to implement cyberattacks and support defensive
activities against them. An attacker can use text mining to elaborate social engineer attacks [52]
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or to detect content hidden by steganography [38, 39, 190]. In both cases, the malicious actor
applies text mining to attack a system or evaluate a security control. Text mining can detect attacks
against a system or organization through the identification of indicators of compromise (IoC)
[130], malicious behaviors indicating the initial stage of an attack [91], malicious commands in
scripts [69], and the spread of fake news [12]. The prediction is also possible by detecting malicious
events indicating a future attack [70, 131, 135, 141]. Lastly, text mining allows the analysis of public
databases to identify useful attack patterns [5].

3.4 Control

In the control domain, we classified the studies in four categories of security controls: access con-
trol, malicious behavior detection, data leakage prevention (DLP), and content protection. Ac-
cess control uses text mining to enable the automation of activities, as the creation of access control
rules in a mechanism based on policies written in natural language [15, 125, 154] or the generation
of access control policies based on electronic documents [19, 126].

Controlling web access is very challenging to organizations, and the most common controls use
URL blacklists, which can fail due to the number of new sites created daily. Text mining can control
web traffic by analyzing the site’s content instead of just the URL [76]. Access control demands
the identification of the entities using some authentication method, and Toor et al. [171] proposed
a protocol to allow visual authentication supported by text mining.

Organizations also implement security controls to detect different types of malicious behaviors,
such as phishing in websites [67, 119] or electronic messages [168]. Another type of malicious
behavior is SPAM messages, which corresponded to 57.64% of the Internet’s electronic mail traf-
fic in the second quarter of 2019 [176]. Studies proposed text mining tasks to combat SPAMs in
electronic messages [201], social networks [199], reviews in websites [147], SMS [87, 161], or in
multiple platforms [6, 53]. Malware is also a constant concern, and security controls can use text
mining to protect organizations against different malicious codes [44, 113].

The rise of data volume stored by an organization can increase data leakage risks, which can
be mitigated using DLP methods [14]. Different approaches evaluated text mining to detect and
prevent data leakage based on information context included in electronic documents [74, 89] or
access control rules [59, 183]. Another model sanitizes the document information according to
the level of access [49]. Organizations implement security classification to get visibility about the
sensitivity of documents. Text mining can analyze a document’s content and automatically assign
the security level [13, 169, 195]. Text mining can also monitor email accounts and identify changes
in user behavior to predict data leakage [110].

Security controls can apply text mining to protect content and avoid unauthorized access to in-
formation. Text mining can support steganography techniques based on word substitution because
the techniques need to understand the information’s context to perform substitutions [25, 36]. Con-
tent protection is also assured using watermarks [112] or anonymizing strings that can identify a
user’s interests [107].

3.5 Incident

Cybersecurity can deal with security events by implementing an incident response process. We
used the process defined by Cichonski et al. [42] to classify the studies in the domain. Detecting an
incident can be very challenging for organizations, but text mining can monitor different public
data sources and issue alerts about incidents related to an organization [54, 99]. After an incident
detection, an organization needs to analyze and document the details of the incident, and the
application of text mining can make the triage easier [18, 26, 27]. Text mining is also used to
identify the authorship of some artifact involved in the incident [4, 104, 142, 152].
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Table 1. Types of Content Analyzed in the Cybersecurity Domain

Content Studies Total

Electronic Document
[13, 15, 25, 27, 37–39, 44, 49, 59, 74, 89, 112, 125,
126, 130, 131, 144, 154, 169, 171, 184, 190, 195]

24

Social Network
[6, 12, 45, 52, 91, 94, 99, 101, 104, 118, 124, 135, 140,
142, 149, 164, 165, 194, 199]

19

Online Forum [11, 12, 20, 45, 47, 54, 70, 106, 108, 121, 149] 11
Web Page [36, 67, 72, 101, 119, 141, 147, 177, 184] 9
Security Database [5, 88, 160, 186–188] 6
Electronic Mail [53, 110, 142, 168, 201] 5
Source Code [4, 24, 113, 128] 4
SMS [6, 53, 87, 161] 4
Online Community (IRC) [28, 152] 2
Forensic Image [18, 26] 2
Metadata [76, 113] 2
URL [76] 1
Behavior Profile [183] 1
Powershell Command [183] 1
Medical Records [19] 1
Search String [107] 1

The incident process establishes that an organization should learn from each incident, and the
event should promote cybersecurity improvements [72]. The incident impact is also a concern
to organizations, and text mining can estimate the damage to their reputation based on social
media comments [45, 164] and financial losses [37]. The analysis of incidents and the extraction
of useful information is also possible with text mining [144]. Finally, Wang et al. [184] studied
market reactions after a security breach announcement and the data breaches’ impact on company
valuation.

4 CYBERSECURITY CONTEXTS APPLYING TEXT MINING

Aiming to answer the second research question (RQ2) in this section, we analyzed the following
aspects associated with the application of text mining in the cybersecurity domain: (i) the type of
unstructured content analyzed; (ii) the industry targeted in the study; (iii) the technology platform
targeted in the study; and (iv) the dataset language.

We organized the content evaluated in Table 1. The table shows that social networks, online
forums, and electronic documents as the main types of content analyzed. Among the studies based
on social networks, the first choice was Twitter. The authors highlighted that the platform allows
crawling tweets using a time interval or a hashtag. Another reason was the number of datasets
containing tweets available on the internet. Studies also crawled different types of online forums
to mine text. Although most studies crawled surface forums, some of them recovered information
from forums available on Dark Web, intra-company, and online games. Lastly, we classified content
as an electronic document in cases where authors used a document format (i.e., Microsoft Word)
or referred to the content evaluated in a generic form (i.e., message).

Another information related to the context is the specific industry or the technology platform
targeted by the studies. In both cases, we only considered works whose research was focused on
applying text mining in the industry or platform. Some studies proposed general text mining ap-
proaches and only evaluated them in a context, so they were not considered. We present the results

ACM Computing Surveys, Vol. 54, No. 7, Article 140. Publication date: June 2021.



140:10 L. Ignaczak et al.

Table 2. Industries and Technologies Targeted in the Study

Industry/Technology Studies Total

Digital Forensics [4, 18, 26, 27, 106, 142, 152] 7
Mobile Devices [53, 87, 113, 161] 4
Cloud Computing [59, 171, 183] 3
Financial Services [37, 119, 130] 3
Software Development [128, 188] 2
Big Data [74, 76] 2
Critical Infrastructure [108] 1
E-Commerce [67] 1
Hospitality [147] 1
Human Resources [177] 1
Online Game [121] 1
Operating System [69] 1
Healthcare [19] 1
Cyber-Physical System [5] 1

in Table 2. Based on the table, we understand that text mining can contribute to cybersecurity ac-
tivities in many areas. We verify the interest in developing research to deal with cybersecurity
challenges in industries like finance, hospitality, and health. We also identify studies driven to
technologies like mobile and cloud computing.

In order to know another aspect related to the text mining applications in the cybersecurity
domain, we extracted the languages of the datasets used in the selected studies. We identify that
many studies did not specify the language in the section describing the methodology, only present-
ing details of the dataset used, such as the dataset’s name or the sites in which the study crawled
the data. We discovered that 70 studies focused on the English language, of which 35 we needed
to infer based on the dataset content. Further, the SLR corpus only targeted six other languages:
Arabic, Chinese, Italian, German, Russian, and Turkish.

Figure 2 presents the association between the taxonomy proposed and three aspects of the con-
text discussed in this section: type of content, industry, and technology. We established that even
if the content format is analyzed just by one study, it is associated with the taxonomy. The same
guideline was applied to industry and technology. We diagnosed that most of the activities re-
lated to threat prevention and detection used social networks as the primary source of content,
followed by internet forums. Scams were the only type of threat whose study is not based on so-
cial networks. We think this content could be targeted in future studies because we can find it
on social platforms. Otherwise, vulnerability discovery studies regularly use security databases
like Common Vulnerabilities and Exposures (CVE) and National Vulnerability Database

(NVD), despite that many cybersecurity professionals publish vulnerability information on social
networks.

5 TEXT MINING STRATEGIES IN CYBERSECURITY

This section introduces the different text mining strategies evaluated in the cybersecurity domain
and answers the third research question (RQ3). We understand as strategies the three following
aspects: (i) which text mining tasks were individually applied, covered in Section 5.1; (ii) which
text mining tasks were combined and how they were applied together, discussed in Section 5.2;
and (iii) in which cybersecurity activities text mining was supported by neural networks, covered
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Fig. 2. Association between the proposed taxonomy and the contexts.

in Section 5.3. For each aspect, we associate the text mining application with the cybersecurity
activity and briefly summarize some studies to exemplify how the tasks are applied.

The initial analysis focused on which text mining tasks were used in the selected studies. A
summary presenting the number of studies associated with each task is demonstrated in Figure 3.
The figure highlights text classification as the predominant task in the domain. Considering the 55
studies that applied text classification, 35 studies evaluated the task performance singly, whereas
20 studies combined text classification with other text mining tasks.
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Fig. 3. Number of studies applying each text mining task.

We analyzed SLR associated with the application of text mining in other domains, and text
classification is also the prevalent task in studies related to psychiatry [2], education [56], and the
identification of papers for inclusion in systematic reviews [133]. However, the ratio of studies
applying text classification in cybersecurity is more significant than in the other three areas. On
the other hand, a study in innovation research presented text clustering as the most used task
[23], and information extraction is the most common in the agricultural domain [50]. Lastly, a
systematic review that assessed text mining in the financial sector did not list text classification
among the used tasks [139].

In order to demonstrate the application of text mining in the cybersecurity domain, Figure 4
presents the association between the tasks and the proposed taxonomy. Our analysis identified
that none of the studies applied text summarization to support cybersecurity activities. Albeit
the absence of text summarization can be the difficulties cited in Gambhir and Gupta [57], we
think that studies in the cybersecurity domain should consider evaluating the task. We give some
suggestions about the application of text summarization in Section 8.

5.1 Text Mining Tasks

This section presents in which cybersecurity activities studies evaluated the performance of a
single text mining task. As we identified that some tasks were just evaluated combined with others,
they are not covered in this section.

5.1.1 Text Classification. Many cybersecurity activities must have an active posture, so the cy-
bersecurity team should detect threats, attacks, and incidents as fast as possible. As cybersecurity
deals with a massive volume of data, studies evaluated supervised learning to analyze whether,
based on known patterns, it is possible to identify malicious behaviors [6, 12, 44, 54, 69, 91, 94, 121,
177, 194]. It is one reason for the predominance of text classification. Another essential attribute of
cybersecurity is predicting malicious actions, and studies evaluated how text classification could
improve cybersecurity effectiveness by analyzing data from distinct data sources [70, 135, 141].
Moreover, publicly available datasets contain several types of malicious behaviors that studies can
use to train supervised algorithms and perform different evaluations [44, 113, 119]. We can yet
consider another reason mentioned by Zhai and Massung [196], that it is easier to perform classi-
fication than other text mining tasks.
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Fig. 4. Association between the proposed taxonomy and text mining tasks.

Although the examples mentioned reasons for the use of text classification in specific domains,
the analysis of Figure 4 demonstrates the broader application of the task in the proposed taxonomy.
In the vulnerability domain, studies applied text classification to define the priority order to patch
vulnerabilities in third-party applications [160, 186, 187]. The studies used vulnerabilities databases
(i.e., NVD) to extract features from textual fields and train a classifier to assess the severity [186]
or categorize [187] a vulnerability.

In the threat domain, the work of Vidros et al. [177] intended to identify scams in online re-
cruitment. The study examined malicious behavior comprising rogue job advertisements to collect
information from applicants. The study evaluated two approaches using the EMSCAD, a dataset
containing real-life jobs ads. The first experiment assessed the BoW approach using six traditional
classifiers. The second approach transformed each dataset record into a vector of binary features.

Studies evaluated text classification performance in the control domain to identify undesired
messages like spam [87] and phishing [67, 119]. Moghimi and Varjani [119] proposed two feature
sets to detect phishing on internet banking websites. In order to create the first set, the authors
adopted the five most frequently used features in related works. Additionally, the authors proposed
two features not present in related works to create the second set. The feature sets were used to
train an SVM classifier to identify phishing pages. The study pointed out that text classification
was effective against phishing attacks, and highlighted the task was able to detect zero-day phish-
ing attacks. Other studies assessed text classification to assign the security classification level to
electronic documents and prevent data leakage [13, 74, 169, 195].
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Table 3. Top Five Traditional Classifiers Applied in the Studies

Classifier Studies Total

Support Vector Machine
[6, 28, 37–39, 47, 53, 54, 67, 106, 113, 119,
135, 147, 152, 186, 187, 190, 194]

19

Naïve Bayes
[12, 19, 20, 44, 53, 54, 70, 87, 106, 113, 130,
135, 147, 154, 177]

15

Decision Tree [19, 37, 47, 52, 104, 130, 135, 147, 160, 184] 10
Random Forest [6, 44, 54, 72, 113, 130, 160, 161, 177] 9
K-Nearest Neighbor [19, 47, 54, 106, 130, 140, 194, 195] 8

In the incident domain, studies evaluated text classification to identify the cyber attack author-
ship based on online messages [104, 152] and source code [4]. The study of Li et al. [104] extracted
233 stylometric features from Facebook’s posts. Most features were based on other studies, and
the authors added six novel features related to social network posts. The study evaluated the per-
formance of multiple traditional classifiers and a two-layer neural network to identify posts’ au-
thorship. The task was also used to analyze security incidents and create a list of suggestions for
cybersecurity awareness programs [72].

Since most studies applied text classification to support cybersecurity activities, we analyzed
them to identify the most used classifiers. Table 3 presents the five most-used classifiers found
in the corpus. We identified the Support Vector Machine (SVM) as the most used classifier,
mentioned in 19 studies. When analyzing the classifiers applied to support text classification in
other domains, we identified that SVM was also the most used classifier listed in two SLRs in the
financial area [97, 127] and to identify relevant studies in systematic reviews [133]. Although SVM
had the preference by studies in this SLR, it is interesting to point out that Hartmann et al. [64]
evaluated the accuracy of text classification methods on 41 social media datasets and underlined
that SVM did not outperform other classifiers.

5.1.2 Text Clustering. The SLR identified text clustering as the second most applied text mining
task. As text clustering can identify similarities, studies evaluated the task to detect and prevent
malicious behaviors. Some studies applied classification and clustering in a common dataset and
compared the results obtained from each task [113, 147]. In these studies, text clustering played a
central role in detecting cyber threats, but Milosevic et al. [113] concluded that clustering is not
accurate enough to be applied in detection activities. Other works designed multi-task processes to
detect malicious behaviors, and text clustering supported a stage of the process, as demonstrated
in Section 5.2. In the proposed taxonomy, studies evaluated the application of text clustering singly
in the control and incident domains.

In the control domain, studies evaluated the task to prevent data leakage [89] and protect user
privacy when performing search queries [107]. Katz et al. [89] proposed a two-phase context model
to deal with accidental and intentional data leakage. The model designed a learning phase to gener-
ate a representation of confidential content. This phase applies text clustering to identify subjects
represented on confidential and non-confidential documents. For each cluster, the model discovers
confidential terms and analyzes their context. The detection phase assigns a document to relevant
clusters and calculates a confidentiality score. The score is based on comparing confidential and
context terms present in the clusters and the document. The authors underlined that the proposed
model recognized small sections of confidential content, even when they differ from examples used
in the learning phase. However, they highlighted that false-positive rates could raise doubts about
applying the model in real-world scenarios.
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In the incident domain, studies used text clustering to enhance forensics searches [26] and iden-
tify data breaches related to personally identifiable information [144]. Beebe et al. [26] proposed a
new forensic string search approach to improve the results of text searches in potential evidence.
The task calculates the similarities of document vectors produced from documents obtained in a
usual text search. Based on the similarity, the documents are grouped according to the thematic
and ranked within each cluster. The study demonstrated that text clustering improved the effec-
tiveness of post-retrieval searches by reducing the number of occurrences that digital forensics
professionals must analyze.

5.1.3 Information Extraction. We identified two approaches in the application of information
extraction singly. The first approach extracted terms and concepts from a text and used a seman-
tic ontology to define the relationship among them [18, 118]. The second approach performed
word-checking based on a handcrafted dictionary to identify malicious terms in text messages
[168]. Information extraction was applied in threat prevention [118], phishing detection [168],
and forensics analysis [18].

A CTI study proposed a framework to analyze Twitter and generate alerts to security analysts
regarding threats and vulnerabilities [118]. The proposed framework creates a user’s system pro-
file, containing information about the operational system and installed softwares. The framework
applies NER in tweets to extract terms and concepts related to security vulnerabilities and uses
an ontology to identify real-world concepts and relations. The framework issues alerts to users
based on their system profile and vulnerabilities information extracted from tweets. The results
indicated that information extraction has the potential to be applied in CTI activities. However,
the study pointed out the need for improvements to avoid unrelated alerts.

5.1.4 Topic Modeling. Although most research analyzed the combination of topic modeling
with other text mining tasks, cybersecurity activities can also benefit from its exclusive application.
In CTI activities, the task can identify the main topics from online communities, allowing the
recognition of threads or channels associated with threats or attacks. Topic modeling can also
support DLP because it can identify if the main topics of a document are related to confidential
subjects.

We identified the exclusive application of the task to prevent data leakage [5] and analyze vul-
nerabilities [188] and attacks [5]. Two studies used time-based topic modeling. In the vulnerability
domain, Williams et al. [188] analyzed the evolution of vulnerabilities and their relation to dif-
ferent softwares based on the NVD. The study used a temporal topical model proposed by the
authors in previous work. In the attack domain, Adams et al. [5] applied topic modeling to extract
information about cyberattacks from CAPEC, a database of common patterns, and linked attack
patterns to a protected system. The study applied LDA to extract topics from the database and
texts produced to describe the system. The approach associated cyberattacks with the system con-
sidering the distance measure between the topics learned from the system description and each
attack documented in the database.

5.1.5 Sentiment Analysis. Cybersecurity needs to monitor social networks and other online
communities, and sentiment analysis can identify the negative intensity of emotions and improve
the discovery of threats. Two studies evaluated sentiment analysis with this goal in the threat
domain [11, 108]. The research of Macdonald et al. [108] evaluated web forums to identify posts
associating critical infrastructures with potential threats and used sentiment analysis to highlight
the most relevant posts. The authors chose specific keywords and selected posts based on their
association with hacking and critical infrastructure. A sentiment analysis tool computed the sen-
timent scores, and posts with negative scores should represent potential threats.
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Fig. 5. Association between integrated text mining tasks and their application in the cybersecurity domain.

5.2 Integrating Text Mining Tasks

Considering the 83 studies analyzed in the SLR, 31 defined a process to apply text mining in cyber-
security comprising more than one task. Figure 5 shows the tasks applied together and associates
each combination with the proposed taxonomy.
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Two text mining tasks frequently used together are information extraction and text classification.
Analyzing the studies, we identified the application of the tasks together in vulnerability manage-
ment [88], threat prevention [20], attack prediction [141] and implementation [52], spam detection
[53], and access control automation [126, 154]. We also identified three different approaches in the
application of the tasks. The first used the NERC, so a classifier is trained to identify entities associ-
ated with a cybersecurity activity [88, 154]. Joshi et al. [88] applied the approach to identify entities
and concepts in vulnerabilities databases and discover application vulnerabilities. The authors ex-
plained that the system met difficulties recognizing entities based on information extraction, but
the results were considered promising.

In another approach, entities recognized by the application of NER are used as features to train a
machine learning classifier [52, 53]. In the attack domain, Edwards et al. [52] collected information
on social networks and apply NER to extract names of employees aiming to implement phishing at-
tacks. The names allowed the identification of employees’ mentions and social relations, which are
features used to train the classifier. In the third approach, An and Kim [20] applied the tasks in par-
allel to investigate the underground economy behind cybercrime, based on a hacking community
and black market forums. The study used NER to identify company names and text classification
to predict messages associated with cybercrime.

Another text mining strategy is the combination of topic modeling and text classification. This
combination was identified in vulnerability management [128], attack [130] and incident [54] de-
tection, and data leakage prevention [59]. The studies of Fang et al. [54] and Noor et al. [130]
applied topic modeling to obtain relevant topics from a collection of unstructured data, which
were used to train machine learning classifiers. Noor et al. [130] extracted high-level IoCs from
CTI documents and applied text classification to associate threat actors with cyber incidents. The
results demonstrated that the text mining tasks could attribute threat actors to an incident [130].

In a distinct approach, Nembhard et al. [128] used topic modeling to categorize software projects’
source code into different groups. The approach demonstrated that using both tasks was possible to
detect missing terms in a source code and recommend practices to improve its security. Gonzalez-
Compean et al. [59] developed a security filter acting as an intermediary to identify sensitive infor-
mation in documents during sharing operations. The implementation performs a risk assessment
based on the document information. The study applied topic modeling to extract topics from doc-
uments, using them to assess the risk and train a classifier to recognize sensitive information in
new documents.

Two works added sentiment analysis in the combination of topic modeling and text classifica-
tion, applying three text mining tasks in the process. This combination was evaluated to prevent
threats [106] and predict cyberattacks [135]. Li et al. [106] applied text classification to identify
publicity related to the underground economy and sentiment analysis, determining a score to mea-
sure the seller’s reputation. Further, topic modeling supported the identification of the top sellers’
profiles. Results outperformed benchmark methods and allowed the recognition of best-rated and
least-reputable sellers of malware and stolen data.

Park et al. [135] combined the three tasks to identify malicious insiders based on tweets. Initially,
the study applied sentiment analysis to determine the sentiment level in short messages. Next,
the work used topic modeling to extract topics and associated distinct sentiment levels with the
respective main topics. Finally, text classification was assessed to find a malicious insider based on
the most frequent topics. The study also analyzed text clustering in the same stage of classification
to compare the tasks. Authors underlined that text classification achieved high accuracy, while
clustering was relatively inaccurate.

The combination of sentiment analysis and text classification was evaluated to detect malicious
behavior [147] and cyberbullying in online multiplayer gaming [121]. Murnion et al.[121] applied
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sentiment analysis to extract features to calculate a cyberbullying score. Additionally, the authors
applied a custom classifier to detect message characteristics related to cyberbullying. The text
classifier used to identify bullying messages was considered useful, but the authors highlighted
that it did not provide a solution. The results of sentiment analysis usage in cyberbullying detection
were considered quite disappointing. In both cases, the authors pointed out the message structure
as one possible reason for the results. Rout et al. [147] evaluated the tasks to identify deceptive
reviews associated with products in e-commerce sites. The method extracted 17 features of reviews
and applied sentiment analysis to create a sentiment score, considered the 18th feature. Further, the
method used text classification to indicate a review as spam or not, and the results demonstrated
that sentiment score increased the classifiers’ accuracy.

Text classification and text clustering were jointly applied to deal with attack prediction [70] and
implementation [38], spam detection [6, 199], and incident damage analysis [184]. We identified
that the predominant approach was the application of text clustering to categorize documents or
extract features to train a classifier. Holton [70] applied the tasks to identify disgruntled employees
through email messages analysis. Text clustering was evaluated to determine differences in emails
indicating that an employee is disgruntled. As text clustering distinguished between messages
associated with disgruntled or non-disgruntled employees, a classifier was trained and tested with
the results. The authors described the results showed great promise to predict unhappy employees.

The combination of text clustering and topic modeling was assessed in threat prevention [101],
attack prediction [131], and forensics analysis [27]. We identified two forms of combining the tasks.
The first extracted the topics from the content and used the topics to create clusters. The second
approach applied the tasks in parallel, so one task did not use the other’s knowledge. Lee et al. [101]
proposed a system to discover emerging topics based on cybersecurity experts’ tweets. The system
applied topic modeling to identify tweets associated with cyber threats and demonstrated that the
task recognizes emerging information security threats. The study evaluated the application of
text clustering to organize cybersecurity experts in communities based on security disciplines and
techniques. The authors believe that clustering cybersecurity experts can improve the precision of
the system in threats recognition. Noor et al. [131] employed topic modeling to extract high-level
IoCs from CTI documents and associate threat actors with cyber incidents through text clustering.
The results demonstrated that the tasks were able to attribute threat actors to an incident.

Text clustering was also combined with information retrieval and applied to detect cyberattacks
[91] and security incidents [99]. Both studies initially used information retrieval to search on a
tweet collection and posteriorly applied text clustering to detect security events. Khandpur et al.
[91] proposed identifying cyberattacks in social media, determining their characteristics such as
the target and the type of attack. The proposal included the use of tasks without the requirement
of a training phase or labeled samples. The research used a small set of seed queries to search on
a collection of tweets and automatically expanded each query based on syntactic and semantic
similarities. The expanded queries were grouped in clusters to identify cybersecurity events.

Two studies applied topic modeling and sentiment analysis to analyze organizations’ reputa-
tion damage after a cyber incident based on social networks’ repercussions [45, 164]. Syed [164]
applied topic modeling to identify topics associated with data breach incidents in Twitter. Based
on the topics extracted, tweets were categorized as referring to an accidental or an intentional data
breach or if the organization was a victim of the data breach. Sentiment analysis was performed
to identify the users’ reactions according to each category. Confente et al. [45] analyzed the rela-
tionship between data breaches and corporate reputation by examining user-generated content on
social networks in an interval of days before and after the incident notification. The research ap-
plied topic modeling to identify the topics associated with corporate reputation. After, sentiment
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Table 4. Neural Network Models and Methods
Evaluated in the Studies

Model Method Studies Total

ANN1
ANN1/NN2 [37, 142, 161] 3

CLA_ANN3 [201] 1

DLNN4 [130] 1

CNN5
CNN5 [15, 47, 69, 194] 4

C-CNN [4] 1

S-CNN [4] 1

RNN6

RNN6 [106] 1

BiLSTM [24, 171] 2

Contextual LSTM [94] 1

LSTM7 [69, 125] 2

1Artificial Neural Network.
2Neural Network.
3Continuous Learning Approach Artificial Neural Network.
4Deep Learning Neural Network.
5Convolutional Neural Network.
6Recurrent Neural Network.
7Long Short-Term Memory.

analysis examined the tone characterizing users’ posts on social networks. The authors affirmed
that corporate managers could adopt the methodology to unveil company reputation.

Topic modeling and information retrieval were jointly applied to prevent data leakage in cloud
computing collaboration [183]. Wang and Jin [183] proposed a system that creates user profiles
based on past collaboration activities. When a user decides to share a file, the system analyzes
the profile to predict the recipient’s likelihood of accessing the file content. The proposed system
applied information retrieval to discover information from past collaborations and create a pro-
file for the user considering topics that represent past interactions with other users. The results
demonstrated the effectiveness of the proposed system.

Two works proposed using text classification and lexical analysis, both related to linguistic
steganography [36, 190]. The works initially applied lexical analysis to identify possible replace-
ments of a word. As the studies had different objectives in linguistic steganography, the use of
text classification differed between them. Chang and Clark [36] proposed a steganography system,
and it used text classification to select synonyms that can substitute the original words found in
the content. Xiang et al. [190] proposed a linguistic steganalysis method that applies text classifi-
cation to identify frequency patterns in the use of synonymous, revealing the existence of hidden
messages.

5.3 Neural Networks and Text Mining

Analyzing the corpus, we found 15 studies that applied neural networks to support text mining.
We analyzed the studies to identify the neural network models and present the results in Table 4.
The models were based on the work of Li et al. [105]. As the work did not mention Artificial Neu-

ral Networks (ANNs), we added this model to the table. We preserved the method’s name used
in the original studies, only grouping ANNs and neural networks (NNs) since we understand
the authors referred to the same technique. Based on the table, we can affirm that there was no
predominance of a NN model in the corpus.

Unlike conventional machine learning techniques, NNs can receive raw data as input and au-
tomatically discover the features to perform text classification [100]. However, an approach to
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increase the classification performance is using an ensemble, and one method that stands out in
use with NNs is word embeddings [92]. Kilimci and Akyokus [92] added that, due to the require-
ment of a large amount of processing, scholars usually prefer to use pre-trained word embeddings
such as Word2vec, GloVe, and fastText.

We investigated the approaches applied to use unstructured data as input to NNs. The anal-
ysis identified the predominancy of word embeddings representation in the studies and the use
of Word2vec and GloVe pre-trained vectors [24, 47, 94]. We also identified the adoption of cus-
tomized vectors, similar to Word2vec [194]. Besides word embeddings, studies also evaluated other
approaches, such as word frequencies and manual feature extraction [4, 37, 161].

We analyzed the text mining tasks and identified that all studies applied NNs for text classifica-
tion, according to LeCun et al. [100] the most common form of use. We also identified the use of
information extraction, sentiment analysis, question answering, and topic modeling. This section
presents some examples of NN applications, ordering them by the cybersecurity domains.

In the vulnerability domain, Ban et al. [24] evaluated NNs to discover vulnerabilities in source
codes. The study employed a BiLSTM to extract the features automatically from a source code rep-
resentation. In order to identify the vulnerabilities, the study used functions labeled as vulnerable
from NVD and CVE databases.

Studies applied NNs in the threat domain to detect misinformation [194] and botnet messages
[94] on social networks, as well as to prevent threats based on online community content [47, 106].
Kudugunta and Ferrara [94] proposed an architecture using long short-term memory (LSTM)
to identify whether a tweet’s author is a bot or not. The authors used the pre-trained vector GloVe
to transform the tweets before the LSTM processing. Additionally to the word embeddings, the
architecture used the user metadata as an auxiliary input to feed LSTM. The authors highlighted
the high accuracy achieved with the architecture.

The work of Li et al. [106] combined sentiment analysis and text classification to monitor cy-
bercriminals selling credit cards on a hacker forum. The study proposed a system that used text
classification to identify the threads related to card selling and sentiment analysis to determine
the top-rated sellers. The system implemented an RNN to evaluate each cybercriminal’s review
written by customers on the forum and compute a score based on a five-degree sentiment anal-
ysis. The work also applied topic modeling to profile the top sellers, using LDA to extract seller
characteristics.

In the attack domain, the method was used to detect cyberattacks based on the analysis of
malicious PowerShell commands [69]. The study highlighted the imbalanced dataset, which has
10 times more non-malicious commands than malicious commands. An oversampling technique
was used to balance the dataset and prevent model bias. The research evaluated the use of the
PowerShell commands at the character level for input data representation, as well as character
level 3-gram and BoW. The work compared the performance of CNN and LSTM NNs to predict
a malicious or non-malicious command. The results demonstrated that the combination of CNN
and 3-gram data representation achieved the best performance.

Noor et al. [130] applied topic modeling and text classification to associate cyberattacks with
cybercriminals in the attack domain. The study analyzed cyber threats intelligence reports and
applied Latent Semantic Analysis (LSA) to identify concepts from attack patterns and relate
them to threat actors. The use of topic modeling allows associating each threat actor with the
tactics, techniques, and procedures, creating a profile. The evaluation used a deep NN trained with
the profiles to predict the threat actor responsible for an unseen cyberattack.

NNs were also evaluated to support spam detection in the control domain [161, 201]. Suleiman
and Al-Naymat [161] proposed a framework for spam detection and compared two conventional
classifiers and ANN performance. The authors manually extracted 10 features from SMS messages
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and used the most significant features to train the classifiers. In the experiment, the random forest
classifier outperformed ANN.

Two studies applied NNs to support information extraction in the control domain [15, 125]. The
works evaluated NNs to identify attributes like the subject and the object and automate the process
of creating access rules in the ABAC model based on natural language policies. NNs also supported
the construction of the relations among the identified entities. The NNs analyzed were CNN [15]
and LSTM [125]. Another research combined text classification and question answering to develop
an authentication method [171]. Toor et al. [171] proposed a hybrid visual question authentication
protocol using a set of images and a related question. A BiLSTM NN is used to classify a single
word in a question as irrelevant or the entire question as relevant. It was necessary to identify
words not related to images and adjust the questions in the authentication protocol.

In the incident domain, studies assessed NNs to assist digital forensics investigators in cyber-
criminals identification by analyzing source codes [4] and written patterns in messages [142]. The
estimation of economic damages caused by a phishing attack on an organization was also evalu-
ated [37]. Phan and Zincir-Heywood [142] proposed a forensic system to identify the users based
on their writing styles and employed ANN. The system focused on short messages like email and
tweets and applied a two-stage feature extraction. The first stage converted the message to a word
embedding vector representation, extracting low-level features. The second stage applied the BoW
approach to extract high-level features from short messages and train the ANN.

We also investigated NNs application in different domains based on other SLRs. Kumar and
Ravi [97] mapped fewer studies using NNs in the financial domain than we identified in our cor-
pus. However, it is relevant to highlight that the SLR was published in 2016, so, though it is not
explicit in the SLR, we can infer that the domain started to apply NNs to extract knowledge from
unstructured content before the cybersecurity domain. Drury and Roche [50] also mentioned the
use of NNs to support NERC and sentiment classification in the agricultural domain. The SLR did
not present the number of studies that applied the approach but highlighted the use of Recurrent

Neural Networks (RNNs).
We performed a broader analysis, and works have presented positive results in applying NNs

in text mining tasks [178, 182]. Previous studies compared the performance of NNs to traditional
classifiers and “shallow architectures” [98, 178], and experiments demonstrated that NNs reached
results equal or superior in text classification. In this SLR, four studies compared the performance
of traditional classifiers and NNs in their experiments. One study suggested that NNs performed
better than traditional classifiers [130]. The others reported that traditional classifiers reached
similar [47] or better [37, 161] performance than the NN evaluated.

6 TEXT CLASSIFICATION PERFORMANCE IN THE CYBERSECURITY DOMAIN

In the previous sections, we presented several characteristics concerning the application of text
mining in cybersecurity, so we believe it is also relevant to show the results obtained in the
studies. This section answers the fourth research question (RQ4). It is important to highlight
that we do not intend to compare the results among the studies listed in this section. Instead,
we aim to present that text classification has reached significant results in different activities
in the cybersecurity domain. In order to organize the discussion addressing text classification
performance, we divided this section into two parts. Section 6.1 presents a table including four
metrics to represent the performance achieved by text classification in the studies. The metrics are
related to the cybersecurity activities represented in the second level of the proposed taxonomy. In
Section 6.2, we discuss the relevance of the metrics achieved in each cybersecurity activity, consid-
ering if the results indicate that the activity can be supported by text classification in the real world.
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6.1 Summary of the Metrics

Table 5 lists the activities introduced in the proposed taxonomy and presents some text classifica-
tion performance measures. We took care to include the experiment dataset to reinforce the use
of different data and that the results cannot be compared. Moreover, the table lists algorithms in
alphabetical order in each activity, not considering the best performance. The metrics presented
in the table are accuracy, precision, recall, and F1-Score. We decided to show multiple metrics be-
cause text classification studies can use different performance measures to evaluate an experiment
[157]. Distinct studies presented the results with slight differences, such as the use of decimal val-
ues or percentages. When it was possible, we uniformed the results in percentage, considering one
decimal place.

In cases where a study evaluated multiple classification algorithms, we present the classifier
that achieved the best precision because this metric and recall provide the best perspective for
performance on text classification [157]. Some studies evaluated more than one dataset. When it
happened, we decided to show the first or the primary dataset results. Several studies also evalu-
ated distinct configurations associated with the classifier, so we decided to present the best con-
figuration result. If a study did not calculate all metrics, we filled the table only with the measures
presented. A few experiments fragmented the evaluation into smaller parts and did not present
the overall metrics. In such cases, we decided not to show the results in the table. Finally, if we did
not fully understand a study experiment’s results, we preferred not to include them.

As presented in Table 5, most studies evaluated a customized dataset. In these cases, the authors
collected unstructured information from a data source (i.e., a social network) to evaluate how well
a proposed method performs. We consider that creating a customized dataset has a positive side
because the authors collected real data representing a landscape associated with their research
problem. So it is important to highlight the authors’ efforts to assess their proposals simulating a
real cybersecurity scenario.

On the other hand, it is worth emphasizing that using a customized dataset can positively or
negatively impact the results obtained in text classification since the task has known difficulties in
dealing with an imbalanced dataset [66]. The effect of an imbalanced dataset can also impact the
use of NNs [71]. According to Pawlicki et al. [138], the cybersecurity domain usually deals with
imbalanced datasets since most data are related to benign activities. Therefore, in many cases,
studies should consider the imbalanced dataset problem in the experiment design.

Moreover, the information collected to create a dataset reflects a time interval associated with
a specific data source. The patterns created for the same type of malicious activity in different mo-
ments of time or data sources can present significant variation, so the text classifier’s performance
can be significantly impacted. Based on the datasets used in the studies, we understand that there
are opportunities to create new datasets associated with different cybersecurity activities.

6.2 Discussion by Cybersecurity Activity

Table 5 demonstrated variations in text classification performance according to the cybersecurity
activity. Although the metrics represent a specific evaluation of the text classification in the cyber-
security domain, we present details and discuss the experiments’ results.

The study of Wen et al. [187] applied text classification to categorize vulnerabilities according to
information extracted from public databases. The accuracy demonstrated the importance of eval-
uating new strategies in this vulnerability management activity because a significant percentage
of misclassified vulnerabilities could offer wrong orientation to the cybersecurity personnel. In
another study, Wen et al. [186] evaluated text classification to calculate the vulnerability sever-
ity. Although the proposal has excellent value in the real world, its application depends on better
results to prevent minor vulnerabilities from being prioritized.
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Table 5. The Table Presents the Results from the Application of Text Classification
in the Cybersecurity Domain

Classification
Study Dataset Algorithm Accuracy Precision Recall F1-Score

Vulnerability
Management

[88] Custom CRF 83% 76% 80%
[187] Custom SVM 82.5%

Analysis [186] Custom SVM 82.5%

Threat

Prevention

[106] Custom SVM 100% 62.9% 77.2%
[140] Custom LR1 77.7%
[20] Custom NB2 76.7% 76.7% 76.7%
[47] Custom SVM 98.6% 98.4% 98.1% 98.2%

Detection

[94] Custom AdaBoost 99.8% 100% 100% 100%
[194] Weibo CNN 94.8% 95.6% 94.4% 95%
[124] Custom Custom 87% 98% 91%
[177] EMSCAD RF3 90.6% 90.6% 90.6%

Attack

Implementation
[39] Custom SVM 98.6% 97.7% 99.5%
[38] Custom SVM 98.8% 99% 98.6%

Detection
[12] Custom LR1 99.4% 99.3% 99.3%
[130] CTA Profile RF 88% 92% 89% 89%

Prediction
[135] Sentiment140 NB2 96.2% 100% 96.2% 98%
[70] Custom NB2 90% 90%

Analysis [52] Custom DT 58% 90% 65%

Control

Access Control
[126] Custom Adaboost 73% 71% 71%
[154] Custom K-NN 83% 96% 89%
[171] Custom LSTM 73.2% 78.1% 68.5% 73%

Malicious
Behavior
Detection

[201] SpamAssassin CLA_ANN 99.1% 68.3%
[53] Spambase Custom 98.3% 96.4% 99.6% 97.9%
[147] Custom DT 92.1%
[113] M0Droid Multi-C4 95.8% 95.7% 95.6%
[161] SMS Collection V1 RF3 97% 95% 85% 89%
[6] SMS Collection V1 RF3 99.2% 99.2% 99.1%

[119] Custom SVM 99.1% 99%

DLP
[13] Custom Custom 91.4% 90.6%
[74] Reuters LPA 100% 100%
[195] Custom TsF-kNN 68% 47% 71% 55%

Incident

Detection [54] Custom NB2 98%

Forensic

[142] Enron ANN 82.7%
[104] Custom DT 78%
[4] Custom S-CNN 99.5%

[152] Custom SVM 100%

Post Incident
[184] Custom DT 77%
[72] Custom RF3 98% 81%

The table’s goal is to present the results of different studies in cybersecurity areas, but the metrics must not be
compared.
1Logistic Regression.
2Naive Bayes.
3Random Forest.
4Multi-Classifiers.

In the threat domain, studies evaluating text mining to detect misinformation [94, 194] and
online frauds [177] achieved precision and recall metrics higher than 90%. Online monitoring is an
arduous task to organizations and even to nations that need to protect their citizens and critical
infrastructures. The results demonstrated the actual value of text classification to identify cyber
threats. Although the use of text mining in this activity results in missing some cyber threats, the
detection rate will offer a significant number of threats that cannot be discovered manually or using
traditional techniques. The threat detection automation can also offer extra time to cybersecurity
personnel to manually mine the information gathered to find missed cyber threats. In contrast, the
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use of text classification to identify cyberbullying did not reach a precision as significant as other
threats [124].

The application of text classification to identify cyber threats and anticipate cyberattacks
achieved relevant results in some studies. Deliu et al. [47] obtained more than 98% in all met-
rics applying SVM to identify posts on online forums. The study achieved the results applying
only text classification. Another study obtained a 100% precision metric in recognizing stolen data
advertisements on online forums [106] through the combined use of topic modeling and text clas-
sification. Although the other two studies obtained metric results below 80%, we believe that the
overall results demonstrated that text mining could be a valuable tool to monitor threat-related
content for the cybersecurity team analysis.

Another way to anticipate cyberattacks is through their prediction, and studies demonstrated
that text mining could also offer appropriate guidance to cybersecurity personnel about imminent
attacks. Like threat detection, attack prediction reached precision and recall metrics equal to or
greater than 90%. Both studies listed in Table 5 predicted internal attacks based on posts on online
forums and social networks but applied different strategies. While Holton [70] combined text clus-
tering and text classification to identify disgruntled employees, Park et al. [135] applied topic mod-
eling, sentiment analysis, and text classification to recognize malicious insiders. Considering the
results of both strategies, we believe that text mining can offer reliable information based on users’
behavior monitoring and determine signals of misbehavior that indicate a possible internal attack.

In the area defined as attack implementation, two studies associated with steganalysis reached
a satisfactory performance. Although steganography is not commonly used for organizations, cy-
berterrorists have used this technique [200]. Thus, results demonstrated that security forces could
rely on text classification to detect content hidden by linguistic steganography.

Text mining has also achieved satisfactory results to detect distinct types of cyberattacks. In the
real world, organizations have faced difficulties in cyberattack detection. Frequently, organizations
take several weeks to discover that they were hit by a cyberattack [33]. The study of Noor et al.
[130] achieved a precision of 92% in the use of high-level IoCs to identify an attacker by combin-
ing topic modeling and text classification tasks. Discovering who is behind a cyberattack is very
relevant to cybersecurity personnel to understand the authors’ tactics, techniques, and procedures.

Aldwairi and Alwahedi [12] also showed that text mining could effectively detect misinforma-
tion campaigns on social media, achieving 99.4% precision. The proposal applied only text classi-
fication to identify misinformation and did not use other text mining tasks. Vosoughi et al. [180]
analyzed more than 100,000 Twitter stories and pointed out that misinformation spreads farther,
faster, deeper, and more broadly than true stories on social media. Based on the results, we believe
that text mining is a valuable tool to identify and censor misinformation campaigns.

Following the trend identified in threat and attack detection, traditional classifiers also obtained
competent results identifying malicious behavior in the control domain. Five studies focused on
spam message identification, and all achieved precision more significant than 95% [6, 53, 147, 161,
201]. Zitar and Hamdan [201] and Suleiman and Al-Naymat [161] applied only text classification,
but the works did not obtain a recall metric as good as the precision. Consequently, many legitimate
messages could be identified as spam, and possibly they will not be delivered into the recipient’s
mailbox.

The remaining three studies that focused on spam detection proposed strategies combining text
classification and another text mining task: Rout et al. [147] used sentiment analysis; Adewole et al.
[6] applied text clustering; El-Alfy and AlHasan [53] used information extraction. We considered
good results for spam detection proposals reaching precision and recall metrics higher than 99%
based on the problem related to legitimate messages misclassification. We also highlight that four
studies that analyzed spam messages used datasets available on the internet. The usage of public
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datasets is positive because it allows comparing distinct strategies, as Suleiman and Al-Naymat
[161] performed in their study.

Another study related to malicious behavior detection analyzed the application of multiple clas-
sifiers to detect Android malware and achieved precision and recall results greater than 95% [113].
Different from other cybersecurity areas, we think these results are not appropriate for antimal-
ware software. However, the results were obtained evaluating app permissions, and this type of
text mining use could be considered by the antimalware industry integrating with traditional anal-
ysis. Phishing is a known cybersecurity challenge, and Moghimi and Varjani [119] evaluated a
distinct approach to detect this malicious behavior, achieving results greater than 99%. Tradition-
ally, anti-phishing software focuses on identifying messages associated with phishing campaigns;
however, the authors’ approach recognized phishing based on the site content and URL. We think
the results demonstrated that anti-phishing software could rely on text mining in phishing identi-
fication. We also understand that studies should integrate traditional approaches with the authors’
proposal to evaluate the performance in identifying messages and websites associated with phish-
ing campaigns.

Two studies applied text classification to automate the creation of access control rules based on
natural language documents, and both employed information extraction to identify access control
entities [126, 154]. Access control is vital to any organization’s security, and any failure in its rules
can result in a severe incident. We understand that studies should evaluate new strategies since
the current metrics do not ensure the activity’s reliability.

As with access control, DLP is also crucial because confidential information should not leave
organization domains without proper authorization. Alneyadi et al. [13] and Zardari and Jung
[195] applied text classification to identify sensitive information and assign security classification
labels. Although security classification is not mandatory for leakage prevention, it is highly recom-
mended because assigning a label to associate the information with its sensitivity allows visibility
to the DLP tool. However, studies should achieve better results to apply text mining in supporting
security classification in the real world.

In a different DLP approach, Huang et al. [74] consider a document’s context to assign a score
representing its sensitivity. The results showed that text classification was highly accurate in the
evaluation. However, it is important to highlight that the study used as a dataset distinct categories
of news articles, assigning to a category the sensitive status. We understand that the proposal
should be evaluated with a dataset consisting of sensitive and non-sensitive documents to verify
if the approach is successful.

Forensics studies applied text classification to recognize the authorship of cybercriminals in-
volved in an incident analyzing IRC posts [152] and source codes [4]. The studies applied only text
classification and reached an accuracy greater than 99%. Today, cybercriminals use several tools
to attack an organization, and the recognition of coding style can offer tips to optimize forensics
investigation. Studies also evaluated other artifacts to help forensics investigators search for the
culprits. However, text classification did not perform well in evaluating authorship identification
based on social network posts [104] and short messages [142].

7 TEXT MINING IN THE CYBERSECURITY INDUSTRY

Text mining results have also attracted the cybersecurity industry’s attention, which has adopted
the technology in cybersecurity solutions. This section presents examples of text mining appli-
cations in the real world and answers the fifth research question (RQ5). CTI is one activity that
benefited from technology. According to Papadopoulos [134], the “cyber blindness” produced by
the relevant volume of structured and unstructured data makes many cyberattacks go undetected,
so IBM has applied machine learning techniques in its security analytics platform. Another cyber
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threat intelligence company, Recorded Future, has applied text mining to deal with cyber threats
in multiple languages and search for clues in massive volumes of text [170]. The technology allows
the company to identify cyber threat actors, targets of an attack, and attack methods. Microsoft has
also implemented the technology to automate CTI extraction from unstructured text [158]. The
company evaluated the application of information extraction and text classification to identify
threat actors, malware families, attack techniques, and relationships between entities.

DLP is another cybersecurity area benefited by text mining application. According to
Sambamoorthy [148], co-founder of Armorblox, the lack of understanding of general methods used
in the solutions results in imprecise detection and excessive noise. The DLP solution developed by
Armorblox applied deep learning and natural language models to understand human language
and classify confidential data. The large amount of data managed by Google made the company
develop a text mining–based tool to identify and redact sensitive information [129]. The DLP so-
lution developed by Google became a cloud service, and it is used by Google applications and by
the company’s customers. Amazon has also launched the platform Amazon Macie, a DLP platform
designed for AWS cloud that applies text mining tasks to classify data stored in the company’s
cloud [181].

The daily worldwide email traffic in 2019 was estimated at 293 billion messages [43]. Email
messages can carry cyber threats, and solutions designed to protect this platform have applied
text mining. Arguing that traditional email protection solutions produce many noise and false
positives, Armorblox developed a solution that uses text mining [32]. According to the company,
text mining enables the solution to detect cyber extortion and scam in email messages that do not
contain links or attachments. Another cyber threat associated with email messages is phishing.
An email security solution developed by Vade Secure applied text mining to scan for patterns and
behaviors expected in spear phishing, a specialized type of phishing targeting a specific individual
[58].

Another approach to fight against phishing is the identification of the DNS address associated
with a cyberattack. Using its DNS infrastructure, Cisco applied text mining–based predictive mod-
els to recognize and block malicious DNS addresses related to an APT group [132]. The incident
response team can also benefit from the use of text mining. IBM integrated the technology in its
solution, so when the incident response team registers a new incident, the solution can discover
similar incidents already stored in the database [150]. The access to past events enables the incident
response team to understand what actions were taken to remediate a similar incident.

The industry’s interest in using text mining demonstrates that the technology reached a matu-
rity level to support critical applications in the cybersecurity domain. One example is text mining
application in data leakage prevention, a vital security control that can significantly compromise a
company’s reputation if a failure occurs. We believe we will see a rise in the number of cybersecu-
rity companies integrating text mining in their solutions and services in the following years. More-
over, we think that the results obtained in cybersecurity research in areas like CTI, information
classification, and forensics will stimulate new services aimed at cyber threats recognition, multi-
cloud classification, and incident authorship identification. Lastly, the application of text mining
to deal with misinformation has been evaluated by non-academic organizations, as demonstrated
by Rand Corporation in a study contracted by the United Kingdom government [109]. Based on
the study, we can assume that new cybersecurity challenges, like misinformation, can foster new
text mining–based solutions.

8 OPEN CHALLENGES AND FUTURE DIRECTIONS

Cybersecurity is an emerging research topic in computer science that has received increasing at-
tention from scientists. In parallel, the rise of unstructured data and cyberattacks demands new
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studies to discover valuable patterns to support daily cybersecurity activities. Moreover, the future
outlook requires the continuous improvement of today’s cybersecurity activities and automation
of new ones. Therefore, we focus on challenges arising in this field of research that the research
community can address.

(1) Non-English Texts: In the SLR corpus, only eight studies analyzed contents not written in
English. The Symantec Report [166] demonstrated that non-English speaking countries are
both top sources and top targets of cyberattacks. So, we think that researchers could perform
studies using datasets based on non-English content to evaluate text mining performance in
other languages. Moreover, most pre-processing tools and libraries support only the English
language, and new studies can develop tools targeting non-English languages. A few studies
[47, 52, 106, 108] have already cited this as a direction to evolve their research.

(2) Regional Analysis: The implementation of text mining in non-English content makes some
analysis related to regional context possible, as performed in Huang et al. [72]. New studies
can analyze reports and posts on social networks from featured companies and profession-
als to extract information about the cybersecurity status in a country or world region. For
example, studies can compare cybersecurity threats among world regions [28] or analyze
the impact of incidents in different countries.

(3) Text Summarization: Although many activities involve analyzing large volumes of textual
data, none of the studies summarized content related to cybersecurity. The increase of un-
structured data available in organizations and on the internet makes monitoring activities
hard to perform, meaning cybersecurity teams can miss valuable data [172]. The application
of text summarization in these activities can narrow the data analysis, and cybersecurity
personnel can focus on scrutinizing the suspect content. CTI activities could take advantage
of text summarization in the analysis of information collected from multiple digital reports,
e-mail threads, and online forums. The incident domain is also a candidate in the use of text
summarization. In several situations, the time between incident detection and response can
be longer than expected, so studies can analyze if the task improves the performance based
on summarizing multiple similar incidents already remediated.

(4) New or Broader Datasets: We noticed that many studies applied text mining tasks in
the same dataset. For example, different studies analyzed e-mail messages using the Enron
dataset [53, 104, 110, 131]. Although the Enron database stores real e-mail messages and is
good to verify the application of an experiment in the real world, more recent and different
datasets are preferable to validate studies. The use of new or broader datasets is also men-
tioned in studies because an experiment is based on just one source [27, 108, 118], in a small
dataset [20, 47], or a specific type of message [28, 44, 59]. The evaluation of specific-context
studies on multiple datasets allows the analysis in different scenarios.

(5) Algorithm or NNs Comparison: Some studies’ experiments are based on evaluating just
one traditional classifier or NN. However, the cybersecurity team should rely on compara-
tive tests to decide which classifier must be implemented to support a specific activity. Thus,
as suggested by Deliu et al. [47] and Phan and Zincir-Heywood [142], new studies compar-
ing the results of the current and novel algorithms or NNs are relevant to provide enough
information to support the cybersecurity community to choose the best option.

(6) Application of NNs in New Cybersecurity Areas: We identified that just 15 studies eval-
uated the use of NNs in the cybersecurity domain. Additionally, NNs have presented promis-
ing results in different applications related to text mining [178, 182]. Based on this, the appli-
cation of NNs could expand to new cybersecurity activities, and different techniques need
to be compared with those already applied. For example, in the threat domain, NNs can
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support information extraction to identify cyber threats based on online community analy-
sis. In the incident domain, studies can evaluate the application of NNs to identify artifacts
associated with known threat actors. Furthermore, new NN techniques have been developed,
and their results in specific text mining tasks are encouraging [174], so studies can evaluate
the techniques to support cybersecurity activities.

(7) Data Leakage Discovery: The growth of data leakages has caused losses to both organiza-
tions and consumers in recent years. This topic needs to receive considerably more attention
from cybersecurity researchers. We believe the application of text mining tasks can identify
data leakages in a big data scenario, so new studies associated with the surface or the dark
web should be considered.

(8) Adversarial Text Mining: Cyberattacks have become more sophisticated recently, and ma-
licious actors can use new techniques to automate their actions. The proposed taxonomy
demonstrated that text mining could leverage cyberattack implementation [38, 39, 52]. At
the same time, organizations are using text mining–based mechanisms to protect their in-
frastructure and systems against cyberattacks. Current research has analyzed the application
of text mining tasks to improve adversarial learning [192]. Thus, new studies can analyze
adversarial text mining to evaluate the security of text mining–based mechanisms [16, 198].
In a similar approach, works can also evaluate new uses of text mining to support the discov-
ery of vulnerabilities in running protocols or applications [85] and weaknesses in traditional
security mechanisms.

9 CONCLUSION

Text mining tasks are used to extract knowledge from unstructured content and improve the pro-
cesses in several domains like politics, financial, publishing, and media. The increase of essential
services supported by digital platforms makes cybersecurity more relevant, and researchers started
to evaluate the application of text mining to improve cybersecurity activities. Considering the re-
cent attention received by cybersecurity and the role that text mining can perform to automate
activities, this study proposes an SLR to understand the current application of text mining in the
cybersecurity domain. The review initially identified 2,196 studies by combining different search
strings, and 83 primary studies were in-depth analyzed after filtering out based on well-defined
exclusion and inclusion criteria. This study presents the text mining tasks applied in the domain
and which cybersecurity activities have taken advantage of the technology. The analysis allowed
us to answer the proposed research questions.

The relevance of using text mining in the cybersecurity domain is evident, mainly in monitoring
activities since the data volume makes human analysis almost impossible. Text mining can also
offer great support to organizations by automating the detection of threats, attacks, and incidents,
delivering the results to the cybersecurity team that will be able to act promptly. It is worth high-
lighting that text mining plays an ancillary role in these cases since the action is performed by
cybersecurity personnel. On the other hand, in some activities, text mining can automate cyberse-
curity actions without human intervention, playing the primary role. For example, systems based
on text mining can block phishing sent to an organization. In data leakage systems, text mining can
detect an attempt to transmit classified information to external networks and avoid a data breach.
So, text mining plays different roles in the cybersecurity domain. However, we believe that, regard-
less of the role played, text mining is crucial to face the massive volume of unstructured data that
cybersecurity personnel need to handle.

Although we think this SLR presents valuable information about the intersection between
cybersecurity and text mining, we also identify improvements that can result in future works.
This SLR analyzed the result of search queries and did not perform a snowballing to expand the
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corpus. Therefore, we suggest new studies adding backward and forward snowballing methods.
Due to the time spent analyzing the SLR corpus to get reliable results, more recent publications
are not included in this work, so mainly the forward snowballing can bring relevant enhance-
ments. Another future work is the expansion of the search string, using other terms related to
natural language processing, and the inclusion of new scientific databases.
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